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Preface

A premier tape storage solution for IBM ~ iSeries customers is Linear Tape-Open 
(LTO) Ultrium tape devices – the 3580, 3581, 3583, and 3584. They can be used as a 
stand-alone and library storage facility for iSeries servers. The LTO family offers a fast and 
reliable external tape storage solution for iSeries applications. Implemented along with 
Backup Recovery Media Services/400 or Tivoli Storage Management, the LTO family offers a 
comprehensive and efficient availability solution.

This IBM Redpaper describes the product capabilities, strategy, and compatibility of the LTO 
Ultrium tape drive with other iSeries tape storage solutions. It includes implementation 
considerations, media and compatibility with other tape devices, save and restore test results, 
and an overview of SAN components. 

This paper can help the field position the 3580, 3581, 3583, and 3584 Ultrium drives as a 
stand-alone tape device, as a tape library, or as storage for multiple servers. This paper was 
written from the perspective of an iSeries customer to provide a broad understanding of the 
new LTO architecture. The information will help you sell, install, tailor, and configure LTO tape 
drives in an OS/400 environment. It will also help you to configure OS/400 and the iSeries 
server to support LTO devices. 

The team that wrote this Redpaper
This Redpaper was produced by a team of specialists from around the world working at the 
International Technical Support Organization, Rochester Center.

Susan Powers is a Senior I/T Specialist at the International Technical Support Organization, 
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management assignments. Her IBM career began as a Program Support Representative and 
Systems Engineer in Des Moines, Iowa. She holds a degree in mathematics, with an 
emphasis in education, from St. Mary’s College of Notre Dame.

Juergen Ginter is a System Engineer for Presales Technical Support in the Storage Division 
for IBM Germany. He has 17 years experience in working with System/36, AS/400, and 
iSeries customers as a marketing Systems Engineer in the field. His expertise includes all 
aspects of iSeries and storage solutions, with a focus on tape. He is also a speaker of regular 
events sponsored by the TotalStorage Executive Briefing Center, Mainz, Germany.

Jana Jamsek is an IT specialist for IBM Slovenia. She works for EMEA countries as a Sales 
Technical support for Storage and iSeries. She has eight years of experience in the iSeries 
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Chapter 1. An introduction to LTO for the 
iSeries literate

Linear Tape-Open (LTO) is an open format technology. This means that users have multiple 
sources of product and media. The LTO technology establishes a new open format 
specification for high-capacity, high-performance storage products and addresses a growing 
customer need for improved data interchange across platforms.

LTO technology was developed jointly by IBM, Hewlett Packard (HP), and Seagate to provide 
a clear and viable choice in an increasing complex array of tape storage options. The 
consortium created two specifications: 

� Accelis: Accelis is a fast-access specification that offers data retrieval in less than ten 
seconds, with 25 GB of native capacity.

� Ultrium: Ultrium is a high-capacity specification that offers up to 100 GB of native capacity 
per cartridge.

Customer research determined that the high performance and high capacity of the Ultrium 
format was preferable over the attributes of the Accelis format.

You can find information on media for the LTO drives in Chapter 5, “LTO media” on page 37.

1
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1.1  LTO technology overview
This section describes the technical details of LTO technology.

� Cartridge dimensions (approximate): 4.1 x 4.0 x 0.8 inches (105 x 102 x 21 mm) 

� The single-hub design allows for the cartridge to be optimally packed with media. High 
capacity is further enhanced by the use of an LTO technology data compression algorithm 
with two control modes to maximize compression efficiency.

� The tape provides storage space for 384 data tracks, divided into four regions (data 
bands). Each data band is bound on the top and bottom by a band of servo information. 
Each data band can contain up to 96 tracks. Data bands are filled one at a time.

� LTO cartridge memory (CM) is a non-contacting passive radio frequency (RF) interface 
embedded in the cartridge that allows remote reading of the contents of the built-in 4KB 
(32 Kbits) of non-volatile memory. Calibration information, manufacturers data, and 
information about initilization can be retrieved without having to insert the tape cartridge 
into a drive.

� Dedicated Dual Servo: The servo bands are pre-written on the tape during the tape 
cartridge manufacture process. If one servo element becomes defective, or if a portion of 
the servo code on the tape becomes corrupt, the head continues to track as a result of the 
second “redundant” servo system.

� Longitudinal position words encoded within the servo frames allow efficient access to 
absolute locations down the length of the tape.

� Data integrity features include two levels of error correction that can provide recovery from 
longitudinal media scratches. Read/While-Write (RWW) capability allows real-time 
verification of written data.

You can find more information about Linear Tape-Open technology at:

http://www.lto-technology.com

1.2  IBM LTO tape family product overview
The IBM Ultrium product family provides a new level of capacity, performance, scalability, and 
reliability in the network server and midrange marketplace. It includes: 

� 3580 Ultrium Tape Drive
� 3581 Ultrium Tape Autoloader
� 3583 Ultrium Scalable Tape Library
� 3584 UltraScalable Tape Library

Figure 1-1 shows the IBM LTO family supported by the iSeries server. 
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Figure 1-1   IBM LTO family 

1.2.1  IBM LTO tape and library models
This section describes the technical characteristics of the IBM LTO models that are supported 
by the iSeries server.

IBM 3580 Ultrium Tape Drive
The IBM 3580 Ultrium Tape Drive provides a single storage solution. It is an external 
stand-alone SCSI-attached tape drive. A rack mount kit is available. 

The 3580 is available for the iSeries server as a Model H11 or H13. The H13 model is 
equivalent to a Model H11 with a three-year Element Exchange versus a one-year Onsite 
Exchange warranty.

Figure 1-2 shows the 3580 Ultrium Tape Drive.

Figure 1-2   3580 Ultrium Tape Drive

The technical characteristics of the 3580 are:

� Single drive, single cartridge 
� Models H11 and H13 provide HVD SCSI attachment

IBM 3581 Ultrium Tape Autoloader
The IBM 3581 Ultrium Tape Autoloader is a high-performance, high-capacity data-storage 
device that connects to and provides additional storage for a supported server. It is available 
as a desktop or rack-mounted unit.
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The 3581 is available for the iSeries server as a Model H13 or H17. The H13 model is 
equivalent to a Model H17 with a three-year Element Exchange versus a one-year Onsite 
Exchange warranty.

Figure 1-3 shows the 3581 Ultrium Tape Autoloader.

Figure 1-3   3581 Ultrium Tape Autoloader

The technical characteristics of the 3581 include:

� Single drive, one to seven cartridges 
� The optional barcode reader takes one slot
� Models H13 and H17 provide HVD SCSI attachment

IBM 3583 Ultrium Scalable Tape Library
The IBM 3583 Ultrium Scalable Tape Library is a stand-alone or rack-mounted device that 
provides reliable, automated tape handling and storage for unattended mid-range systems 
and network servers. Figure 1-4 shows the 3583 Ultrium Scalable Tape Library.

Figure 1-4   3583 Ultrium Scalable Tape Library

The technical characteristics of the 3583 Tape Library are:

� HVD SCSI drives are supported by the iSeries server.
� Native Fibre Channel connectivity is available through the #8005 SAN Data Gateway.
� One or 12 cartridge I/O station

Note: The iSeries adapters are only HVD SCSI and support only one initiator per bus. In 
addition, the SCSI-bus-attached medium-changer (an autoloader in random mode) and the 
tape drives must be attached on the same SCSI bus. 

For these and other tape drive performance reasons, a SCSI configuration must be as a 
single drive and a single host when attached to the iSeries server. 

Restriction: Even though the 3583 Ultrium Scalable Tape Library contains six drives, only 
one host can attach to the media library, and that host can only attach one drive.
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� Model L18 offers one to six drives and initially supports 18 cartridges.
� Model L36 offers one to six drives and initially supports 36 cartridges.
� Model L72 offers one to six drives and supports a maximum of 72 cartridges.

IBM 3584 UltraScalable Tape Library
The IBM 3584 UltraScalable Tape Library is a stand-alone device that provides reliable, 
automated tape handling, and storage for unattended mid-range systems and network 
servers.

Figure 1-5 shows the 3584 Tape Library Model L32 base frame.

Figure 1-5   3584 Tape Library: Model L32

Technical characteristics of the 3584 Tape Library are:

� Modular, scalable design features
� Native Fibre Channel or SCSI LTO drives 
� Multipath architecture with up to 12 logical library partitions per frame
� One to six frames: One base frame and up to five expansion frames

3584 Tape Library, Model L32
The technical characteristics of the 3584 Tape Library Model L32 include:

� Supports 87 cartridges, up to a maximum of 281 cartridges
� Functionally priced 141-cartridge entry capacity
� Up to 28.1 TB, 56.2 TB compressed
� Standard ten cartridge I/O station
� Standard dual picker
� SCSI-3 medium changer robotics
� Up to 72 logical libraries

3584 Tape Library, Model D32 LTO Expansion Unit
The technical characteristics of the 3584 Tape Library Model D32 include:

� Zero to 12 LTO drives 
� Supports 396 cartridges, up to a maximum of 440
� Up to 44 TB, 88 TB compressed
� Supports up to 72 logical libraries

Tip: The 3583 Tape Library can use LVD drives when installed behind a built-in gateway.
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� Up to 12 logical libraries
� Supports up to 2481 tape cartridges

3584 Tape Library, Model D42 DLT Expansion Unit
The technical characteristics of the 3584 Tape Library Model D42 include:

� Zero to 12 DLT 8000 drives
� Supports 322 tape cartridges, up to a maximum of 360 cartridges
� Up to 14 TB, 28 TB compressed
� Up to six logical libraries

Figure 1-6 shows a 3584 UltraScalable Tape Library with six frames.

Figure 1-6   3584 UltraScalable Tape Library

The configuration options of the UltraScalable frames show the great scalability and growth 
option of the 3584 Tape Library. Figure 1-6 shows a full range six-frame based 3584 
UltraScalable Tape Library. It always contains one 3584 Tape Library Model L32 Base frame. 
Additional 3584-D32 or 3584-D42 frames are added as needed, up to six frames. This 
configuration applies to iSeries solutions, as well as other platforms. 

1.2.2  358x capacities
Table 1-1 shows a summary of the drive and cartridge capacity for each 358x model 
supported by the iSeries server. Note that the tape cartridge capacity depends on the number 
of tape drives installed.

Table 1-1   358x capacities

Note: The D42 frame is not supported directly from an iSeries server. It is a frame 
supported by other open platforms in which the iSeries server can participate. 

Model Number 
of drives

Number of 
cartridges

Capacity 
uncompressed

Capacity with 2:1 
compression

3580 Ultrium Tape Drive 1 1 100 GB 200

3581 Ultrium Tape Autoloader 1 7 700 GB 1.4 TB

3583 Ultrium Scalable Tape 
Library

1 to 6 18 to 72 1.8 to 7.2 TB 3.6 to 14.4

3584 UltraScalable Tape Library 1 to 72 up to 2481 248.1 TB 496.2 TB
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1.3  Attachment options for the iSeries server
There are two attachment options to connect LTO tape drives to the iSeries server:

� SCSI

– Small Computer System Interface (SCSI) is the standard attachment for direct 
attachment.

– SCSI-3 protocol is used to allow cable length of up to 81 feet (25 m).

– VHDCI or HD68 connectors are available.

� Fibre Channel

– Fibre Channel (FC) with its FC arbitrated loop protocol is the most popular attachment 
in a SAN environment. 

– It is offered with the #2765 PCI Fibre Channel Tape Controller.

– FC allows a cable length of up to 1640 feet (500 meters) with 50-micron core fibre.

– Duplex short wave subscriber connectors (SC) are standard on LTO drives.

All LTO drives supported by the iSeries server offer SCSI attachment. The 3583 and 3584 
drives offer SCSI and Fibre Channel attachment options. 

For more information on SAN and the iSeries server, see Chapter 7, “SAN and the iSeries 
server” on page 65.

1.3.1  SCSI attachment
All IBM LTO Ultrium tape models support one of two SCSI attachments:

� Ultra2/Wide SCSI Low Voltage Differential (LVD) interface with a maximum of 80 MB/s
� Ultra/Wide SCSI High Voltage Differential (HVD) interface with a maximum of 40 MB/s

The interface required is determined by the SCSI attachment supported by the host server. 
The iSeries servers support HVD SCSI attachment only. The 3580, 3581, 3583, and 3584 
IBM LTO Ultrium drives offer HVD SCSI attachment. 

1.3.2  Fibre attachment
The 3583 and 3584 IBM LTO Ultrium Tape Libraries support Fibre Channel attachment. The 
3584 Tape Library offers native FC drives with one FC port per drive. With the 3583 Tape 
Library, FC support is done through the optional #8005 SAN Data Gateway (SDG). The 
gateway is the interface between the tape library with internal LVD SCSI drives and the SAN 
or Fibre Channel servers. Two Fibre Channel ports are available on the gateway. This means 
two hosts can be directly connected without a switch or hub.

1.3.3  LTO attachment support
This section describes the operating system level that is needed for the different open system 
platforms to support LTO drives.

Note: The #2765 PCI Fibre Channel Tape Controller has a duplex LC connector. The 
#0371 LC-SC Adapter kit is available or an LC-SC cable has to be used. 

Tip: For performance reasons, do not connect more than three drives to one FC port.
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Operating systems that support the LTO tape drives include: 

� AIX 4.3.2 or later
� OS/400 V4R4 or later
� Microsoft Windows NT 4.0 with Service Pack 6
� Microsoft Windows 2000, Build 2195 or later
� Sun Solaris 2.6, Solaris 7, Solaris 8
� HP-UNIX 11.0
� Red Hat Linux
� Tru64

1.4  Tape consolidation
An important benefit of Storage Area Network (SAN) is storage consolidation. Storage 
consolidation offers the possibility to attach storage to multiple servers concurrently, and in 
doing so, leverages the I/T investment. 

SAN storage consolidation involves the consolidation of tape storage (what may be called a 
tape farm). In enterprises with iSeries servers, servers other than iSeries servers, and LTO 
devices, tape consolidation can be implemented by using LTO tape libraries and switches. 

This section introduces tape consolidation using LTO devices with an iSeries server and with 
non-iSeries servers. You can find further information in The IBM LTO Tape Library Sharing V2 
white paper, which is available on the Web at:

http://w3-1.ibm.com/sales/systems/

1.4.1  Sharing an IBM UltraScalable Tape Library using partitioning 
The 3584 UltraScalable Tape Library has a multipath architecture that allows homogeneous 
and heterogeneous host servers to share the library’s robotics. The 3584 Tape Library can be 
partitioned into logical libraries, each host server using its own logical library. Each logical 
library has its own drives, cartridge storage slots, and control paths. Cartridges under library 
control are not shared between logical libraries, nor are they allowed to be moved between 
logical libraries. 

1.4.2  Sharing an LTO device using switches
In OS/400 V5R2, you can use switches in switched fabric mode. This enables you to share 
one or more IBM Ultrium Scalable Tape Libraries (3583 Tape Library) among heterogeneous 
host servers, by connecting them via switches. It also enables you to share one or more Fibre 
Channel-attached drives in a 3584 Tape Library among heterogeneous host servers, by 
connecting them via switches. For a description of switched fabric and switches, see 7.4, 
“SAN parts and how they relate to iSeries” on page 68. 

Figure 1-7 shows a possible scenario of tape consolidation with the 3583 Tape Library. Two 
Fibre Channel-attached 3583 Tape Libraries are connected via switches to an iSeries server 
and another host. Each server is connected via two switches to the two tape libraries. 
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Figure 1-7   Tape consolidation with iSeries, other host, and 3583 Tape Library

This method of connection provides better availability, in that if one switch fails, or one path 
from a host to a switch fails, the host can still use the other switch. Both host servers see all 
tape drives in both libraries. The same reserve and release rules apply to this shared tape 
scenario as those that are described in 3.1, “Save and restore test scenarios” on page 24. 
The second scenario described in the referenced chapter involves a 3584 Tape Library and 
two different hosts sharing the same LTO tape drive. In this scenario, one Fibre Channel drive 
in the 3584 Tape Library is shared between iSeries servers by using a switch. 

1.5  Future direction of LTO for the iSeries customer
With improved access time and increased reliability, more and more applications are using 
tape libraries. Digital video and archiving applications, data mining, and other data-intensive 
applications represent examples of a growing need for storing data on tape storage. As 
storage demands grow, so will LTO as a storage solution for iSeries customers.

LTO products will follow the trends in the tape industry by enhancements and new features in 
tape drives, automated systems, and cartridges. These enhancements and new features will 
be supported as an iSeries solution.

As far as enhancements in transfer rate and capacity are concerned, we are referring to new 
generations of LTO Ultrium. New generations of LTO are shown in Figure 1-8 to illustrate the 
directions in tape drives, tape automation, and cartridges.

3583 3583

Switch Switch

iSeries Other server
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Figure 1-8   Future generations of LTO

Directions in tape drives
The drives will increase connectivity with Fibre Channel support. The capacity and 
performance will also increase with next generations of LTO.

Directions in tape automation
Small and medium automated systems (3581 Ultrium Tape Autoloader and 3583 Ultrium 
Scalable Tape Library) will increase connectivity by Fibre Channel support. They will also 
benefit in performance and capacity with the next generations of LTO.

The 3584 UltraScalable Tape Library will increase capacity with additional frames and tape 
drives. Performance and capacity will continue to improve with the next generations of LTO.

Cartridges
Future generations of LTO will bring cartridges with larger capacity.

1.6  Sample customer implementations
This section describes the use of LTO tape drives in a typical small, medium, and large 
iSeries customer environment.

1.6.1  Small customer environment: Single host and LTO Ultrium tape with one 
drive

This scenario is for a smaller business. The iSeries server has one direct-attached LTO tape. 
The customer has no need to share the tape. The solution is focused on a low-cost 
investment. 

Four-Generation Roadmap

LTO Ultrium 
generation 1

200 GB

20-40 MB/sec

LTO Ultrium 
generation 2

400 GB

40-80 MB/sec

LTO Ultrium 
generation 3

800 GB

80-160 MB/sec

LTO Ultrium 
generation 4

1,6 TB

160-320 MB/sec

Compressed
capacity
Compressed 
transfer rate
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The configuration consists of:

� One iSeries host (server) connected directly to a 3580, 3581, or 3583 Tape Library
� SCSI-attached 3580, 3581
� 3583 has an additional FC attachment option with the integrated #8005 SAN Data 

Gateway 

Figure 1-9 shows one iSeries server (host) connected to a 3583 Ultrium Scalable Tape 
Library.

Figure 1-9   Single iSeries and 3583 Tape Library

1.6.2  Medium customer environment: Single host and LTO Ultrium tape with 
one or more drives

In this scenario, the customer has two iSeries servers. One server is used for production, and 
the second server is for testing and backup and recovery. The customer wants to share the 
LTO tape library between the two iSeries servers. In addition, the implementation involves the 
ability to save and restore with more than one drive (in parallel) to shorten the save/restore 
time.

With the FC attachment, a fast attachment with longer distance option is selected. No further 
SAN components, such as a switch or hub, are needed in this case. 

The configuration consists of:

� Two iSeries servers, each FC connected to an 3583 Ultrium Scalable Tape Library

� The attachment is either directly made to the two FC Ports of the 3583 SAN Data 
Gateway, or a switch or hub can be used in place of the gateway.

� All drives (one to six) can be seen from both iSeries servers. 

� Parallel save/restore is supported.

Note: Only one drive and one host are supported if the 3583 Tape Library is SCSI attached 
to an iSeries server. 

 SCSI

iSeries Drive 1

3580, 3581 or 3583 LTO
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Figure 1-10 shows two iSeries servers connected to a 3583 Ultrium Scalable Tape Library.

Figure 1-10   Two iSeries servers and a 3583 Tape Library

1.6.3  Large customer environment: Several iSeries hosts (single host 
platform) and the 3583 Tape Library

In this large customer environment scenario, the customer has different iSeries servers (or 
logical partitions in one iSeries server) for different applications, representing different 
countries. For example, production and data warehouse applications run on a separate 
iSeries server (or in a separate partition) than the corporation’s Lotus Notes applications. In 
this scenario, the LTO tape library is to be shared within the iSeries platform only. FC 
attachment and SAN network is recommended. To adjust performance between iSeries 
servers and FC ports of the LTO Library, zoning is planned. 

This large customer scenario consists of a configuration comprised of more than two iSeries 
servers. The iSeries solution is SAN connected to a 3583 Ultrium Scalable Tape Library. 

The configuration consists of: 

� A FC attachment with a zoned hub or switch:

– The production and warehouse iSeries servers use port 1.
– The Lotus Notes iSeries server uses port 2.

� All drives (one to six) can be seen by all iSeries servers. 

� Parallel save/restore is supported.

Figure 1-11 shows three iSeries servers connected to a 3583 Ultrium Scalable Tape Library.

SDG

iSeries

Drive 4

Drive 2

Drive 3

Drive 1

Drive 5

Drive 6

iSeries

3583 LTO

Note: This solution is restricted to one single-host platform and a maximum of six LTO 
drives.
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Figure 1-11   Three iSeries and 3583 Tape Library with a zoned hub or switch

You can find further SAN-related information in Chapter 7, “SAN and the iSeries server” on 
page 65.

1.6.4  Large customer environment: Multihost platform with logical libraries 
and 3584 Tape Library

This customer has different iSeries servers or logical partitions in one iSeries server for 
different applications. For example, production, data warehouse, and Lotus Notes 
applications run on separate servers (or separate partitions) to support each of the country’s 
departments. The LTO tape library is to be shared on the iSeries platform with other existing 
open platforms. Therefore, the logical library function of the 3584 Tape Library is used. In the 
following example, two drives for each platform are available.

This flexible tape solution incorporates the flexibility and diversity to address future growth. 
For example, tape drives and server platforms can be added as the business needs to justify 
the investment.

The requirements include:

� A minimum of one drive per logical library

� Assignment of drives and cartridge slots for each logical library is done through microcode 
setup.

� FC drives and SCSI drives can be mixed in a 3584 Tape Library.

Figure 1-12 shows multihosts connected to an 3584 UltraScalable Tape Library.

SDG

Drive 4

Drive 2

Drive 3

Drive 1

Drive 5

Drive 6

Hub  or 
Switch

iSeries
Servers

A

A

A

B
B

Production

Lotus Notes

3583 LTO

 A and B  Zones 

Warehouse

Note: The 3584 Tape Library has different logical libraries for each host platform (iSeries, 
Windows NT, and pSeries).
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Figure 1-12   Multihost platform and 3584 with logical libraries

You can find more examples of FC-attached tape implementation in Chapter 7 of the IBM 
RedDraft IBM ~ iSeries in Storage Area Networks: A Guide to Implementing FC Disk 
and Tape with iSeries, SG24-6220.

Tip: Assign a control path for each zone or logical library in the 3584 Tape Library to see all 
drives for iSeries.
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Chapter 2. An introduction to iSeries server 
for the LTO literate

The IBM ~ family is a milestone in a journey that began some years ago to deliver the 
integration and function required for e-business. With this initiative, IBM responds to the 
unprecedented demands being made on infrastructures, both in terms of workload and user 
expectations. The IBM ~ initiative is an integrated approach to building a flexible 
e-business infrastructure that includes servers, storage, software, and services. 

The IBM ~ initiative advantage is an integrated value proposition that delivers:

� New tools for managing e-business
� Application flexibility
� Innovative technology that delivers leading server performance

The IBM ~ family includes four product lines, which includes:

� iSeries
� pSeries
� zSeries
� xSeries

2
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2.1  Brief description of the IBM eServer iSeries server
iSeries servers are the first-choice of systems for companies that want the benefits of 
e-business without the complexity. The iSeries product line offers the most integrated and 
flexible set of servers in the industry, designed for small and medium businesses, and 
scalability for large business solutions. 

The iSeries servers currently marketed by IBM are: 

� Model 890
� Model 840
� Model 830
� Model 820
� Model 270
� Model SB3
� Model SB2

Customers can choose between single and multi-processor models, and gradient processor 
speeds, for an effective iSeries solution. The AS/400e Model 250 is also marketed as a 
customized entry-level solution. 

The iSeries server product line is shown in Figure 2-1.

Figure 2-1   The iSeries product line

2.1.1  iSeries architecture
iSeries servers are designed for business computing. The microprocessor hierarchy design 
gives the iSeries outstanding performance and a method of integrating diverse environments 
into a single customer solution. The microprocessors that look after a particular I/O device are 
accommodated in I/O cards that fit into slots on the system buses. 
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iSeries architecture uses built-in input/output processors (IOPs) for handling internal and 
external storage devices and communications. The IOP is used to transfer data between main 
storage and a group of controllers and adapters. Workload is offloaded from the main 
processor to the IOP, so the processor is available for additional workload. 

The current iSeries product line uses Peripheral Component Interconnect (PCI) or high-speed 
link (HSL) technology to attach IOPs.

This section introduces the unique design components of iSeries servers.

iSeries processor technology
IStar, SStar, and Pulsar technology comprise the various processor options of the iSeries 
840, 830, 820, SB3, and SB2 models. The newest processor, the iSeries Model 890, uses 
POWER4 technology.

The IBM iSeries IStar processors are the first in the computing industry to use Silicon on 
Insulator (SOI) technology. SOI technology continues with the SStar processors and the 
newest POWER4 processor design. On-chip copper-wiring technology is employed in the 
IStar, SStar, Pulsar, and POWER4 iSeries processors offered today.

For a further description of SOI and copper-wiring technologies, see the IBM ~ iSeries 
System Handbook Version 5 Release 2, GA19-5486.

Technology Independent Machine Interface (TIMI)
iSeries servers are defined by software, not by hardware. When a program presents 
instructions to the machine interface for execution, it “thinks” that the interface is the system 
hardware. The instructions presented to this interface pass through a layer of microcode 
before they are “understood” by the hardware itself. 

When a different hardware technology is deployed, IBM rewrites sections of the iSeries 
microcode to absorb the fluctuations in hardware characteristics. As a result, the interface 
presented to the customer remains the same. This interface is known as Technology 
Independent Machine Interface. 

Single-level storage 
The address size of the iSeries server is vast. Storage can be addressed up to the number of 
bytes that 64 bits allows, which is 18.4 quintillion bytes. Storage addresses are in a single 
level.

The concept of single-level storage means that the knowledge of the underlying 
characteristics of storage and disks resides in the microcode layer. All of the storage is 
inherently managed by the system. No user intervention is needed to take full advantage of 
any storage technology. Applications on an iSeries server are unaware of the characteristics 
of any storage devices on the system, because of single-level storage. 

2.1.2  iSeries software
This section describes some important components of the iSeries software. 

Operating System/400 (OS/400)
All of the software components necessary for a computing solution are fully integrated into 
OS/400. A relational database, comprehensive security, the capability to communicate with a 
broad range of diverse systems, including Internet capabilities, and many more functions are 
built into OS/400. 
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To achieve the functionality that is standard in OS/400, a customer on a customary machine 
would need to integrate typically between 10 and 25 different modules of software. OS/400 is 
installed with all of these capabilities as standard. OS/400 customers do not have to install 
individual system software components. 

Java
Java is a key application development environment for iSeries customers. The AS/400 
Developer Kit for Java development tool supports Sun’s Java 2. The Java virtual machine, 
which resides beneath the Technology Independent Machine Interface, enables fast 
interpretation and execution of Java code on the iSeries servers. 

Web serving
OS/400 contains a complete set of base products and features that can be used to create a 
Web presence. Included are TCP/IP, Java, Virtual Private Networking, cryptographic services, 
Secure Socket Layer, HTTP Server, Apache Server for iSeries, and many more. The 
WebSphere family of products offered by IBM for iSeries allows a customer to build a 
complete e-business Web site that is secure, easy to develop and maintain, and scale, based 
on the customer’s needs. 

Lotus Domino
Domino for iSeries is the leading groupware solution available for the iSeries server. It 
provides capability for iSeries customers to use their business data in collaborative 
e-business solutions, both within their organizations and with their partners over the Internet. 

2.1.3  Other important features of OS/400 and iSeries servers
This section describes other iSeries strengths that bring benefit to a customer. 

Database
DB2 Universal Database (UDB) for iSeries offers state of the art database functions while 
providing the stability and ease of use that have become the trademark of the iSeries server. 
DB2 UDB for iSeries is fully integrated into the OS/400 operating system. It is not a separate 
product. This fact allows the operating system to control some of its management functions. It 
also makes it easy to maintain, reducing the need for a dedicated database administrator. 
DB2 UDB for iSeries fully exploits the 64-bit iSeries hardware. 

Logical partitioning (LPAR)
Logical partitioning enables a customer to run multiple independent OS/400 instances or 
partitions, each with its own processors, memory, and disks in an iSeries server. This way a 
customer can address multiple system requirements in a single machine to achieve server 
consolidation, business unit consolidation, mixed production/test environments, and 
integrated clusters. 

Linux for iSeries
iSeries supports Linux running in a logical partition. Up to 31 Linux partitions are supported 
depending on the iSeries model. With Linux for iSeries, a customer can use a new stream of 
e-business applications to complement the strengths of the iSeries as an integrated core 
business solution. Linux running in an iSeries partition inherits important strengths and 
reliability features of the iSeries architecture. 
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High-speed links
Besides Peripheral Component Interconnect (PCI) technology for buses, iSeries also uses a 
new bus structure using HSLs. HSL loop technology provides high-speed data transportation. 
It is used for connecting:

� The iSeries server to expansion towers that contain storage devices
� Two or more iSeries servers in a cluster
� Towers with switchable data between iSeries servers in a cluster

2.2  iSeries servers 
The iSeries server is designed to deliver the compute-intensive performance required by 
Java, WebSphere, Linux, Domino, and other emerging workload applications and 
environments. This section briefly describes the more popular iSeries models and their 
capabilities.

iSeries 890 server
The customer has a a choice of different models, ranging from a 16-processor model to 
32-processor models. 

The characteristics of the capacity of the iSeries 890 server include:

� Main storage can be as large as 265 GB.
� Disk storage can be as large as 71 TB.
� Up to 480 communication lines are provided. 
� Up to 128 LAN ports are provided.
� Capability to attach external storage devices (disk and tape units) in a SAN through Fibre 

Channel 

iSeries 840 server
With the iSeries 840 server, the customer has a choice of different models, ranging from 
8-processor models to 24-processor models.

Following are the characteristics of the capacity of the iSeries 840 server:

� Main storage can be as large as 128 GB.
� Disk storage can be as large as 37 TB. 
� Up to 400 communication lines are provided. 
� Up to 96 LAN ports are provided.
� Capability to attach external storage devices (disk and tape units) in a SAN through Fibre 

Channel. 

iSeries 830 server
With the iSeries 830 server, the customer has a choice of different models, ranging from a 
two-processor model to eight-processor models.

The characteristics of the capacity of the iSeries 830 server include:

� Main storage can be as large as 64 GB.
� Disk storage can be as large as 22 TB.
� Up to 300 communication lines are provided.
� Up to 72 LAN ports are provided.
� Capability to attach external storage devices (disk and tape units) in a SAN through Fibre 

Channel. 
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iSeries 820 server
With the iSeries 820 server, the customer has a choice of different models, ranging from 
one-processor models to four-processor models.

The characteristics of the capacity of the iSeries 820 server include:

� Main storage can be as large as 32 GB.
� Disk storage can be as large as 8 TB. 
� Up to 160 communication lines are provided.
� Up to 30 LAN ports are provided.
� Capability to attach external storage devices (disk and tape units) in a SAN through Fibre 

Channel. 

iSeries 270 server
With the iSeries 270 server, the customer has a choice of single-processor and two-processor 
models.

The characteristics of the capacity of the iSeries 270 server include:

� Main storage can be as large as 16 GB.
� Disk storage can be as large as 844 GB. 
� Up to 50 communication lines are provided. 
� Up to 8 LAN ports are provided.
� Capability to attach external storage devices (disk and tape units) in a SAN through Fibre 

Channel. 

2.3  Sample implementation scenarios
This section lists three industrial environments in which the iSeries is typically installed. It also 
describes the iSeries benefits that make it so valuable in these environments.

Retail distribution
Retail distribution enterprises choose iSeries as the server for their core applications mainly 
because of the following iSeries benefits:

� Reliability
� Scalability
� Performance
� A wide choice of applications
� Server consolidation

Reliability
The iSeries has an average of only about five hours of unplanned downtime a year. Moreover, 
it provides possibility for clustering that can reduce downtime to zero. 

Scalability
With the iSeries server, a customer has a wide range of choices from entry models suitable 
for smaller enterprises to strong models that can be used in large complex enterprises. All of 
them run the same operating system OS/400. When a customer’s enterprise grows and 
upgrades the iSeries to a stronger model, there is no need to redesign or rewrite applications. 
The same applications can run on all iSeries servers. 

Performance
Because of the unique iSeries database architecture, Universal Database for iSeries offers 
superior performance. Also, the new technologies that are employed in iSeries, with every 
20 The LTO Ultrium Primer for IBM eServer iSeries Customers



new iSeries server, enable high performance. This enables customers to have on-time, 
accurate information about their business. 

A wide choice of applications
The iSeries offers a stable and high-performing platform for SAP, Lotus Domino, Business 
Intelligence software, e-commerce, and others.

Server consolidation
The iSeries server’s ability to have multiple logical partitions, together with its reliability and 
scalability, is a good basis for consolidating workload from several servers to iSeries. 

Manufacturing
Manufacturing is another typical industry where the iSeries is employed. Besides server 
consolidation and rapid implementation of applications, the following iSeries benefits are what 
make customers in this industry decide on the iSeries server:

� Enhanced reporting capabilities
� Enhanced customer service

Enhanced reporting capabilities
iSeries integrated architecture and good performance enable a manufacturing customer to 
provide timely and accurate information to their executives and to their customers.

Enhanced customer service
The iSeries is a reliable and secure platform for Internet such applications as e-commerce. It 
also provides a variety of application development tools for Internet applications. With 
employing Web applications on the iSeries server, an enterprise can improve its customer 
services.

Banking, finance, and security
Besides reliability and performance, the following factors are what make a typical customer in 
this industry decide on the iSeries server:

� Investment protection
� Security
� A technology leader
� Rapid implementation of applications

Investment protection
The iSeries server can run the same operating system and applications on every model, 
which protects the customer’s investment in IT equipment. When they upgrade to a stronger 
iSeries model, they do not need to invest in another operating system or other applications.

Security
When working with iSeries Internet applications, users can be confident that their data will be 
secure. That is because of the many security features that are available on iSeries, such as 
passwords, encryption keys, and digital identification certificates. 

A technology leader
iSeries development keeps employing technology innovations with new iSeries models. This 
way, iSeries customers experience increased price/performance with every new model, which 
enables them to maintain a sharp competitive edge. 

Rapid implementation of applications
Due to the iSeries integrated architecture, applications can be implemented in a short time, 
compared to implementation time on other server platforms. 
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Chapter 3. iSeries external tape storage and 
save and restore case scenarios

An important component of a tape storage offering is how the solution affects the amount of 
time to save and restore. This chapter discusses the test cases that were setup to support 
writing this Redpaper. It also briefly describes the tape devices used in the save and restore 
testing. The FlashCopy function offered with the Enterprise Storage Server is introduced as 
an option to reduce the save window.

3
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3.1  Save and restore test scenarios
The save and restore rates listed in this document are a measurement of running commands 
in batch jobs. The data selected to save and restore is a library with a mix of object types, 
including: 

� Class
� Commands
� Data area 
� Files: File size of 2 MB, 5 MB, 20 MB, 80 MB, 130 MB, and 200 MB 
� Job description 
� Programs, commands, and panel groups 

A 3580, 3583, 3584, and 3590 Model E11 were set up in a lab environment to support the 
writing of this Redpaper. Two scenarios were setup for save and restore operations measured 
on these models. One scenario measures OS/400 native commands to save and restore the 
NUMX12GB library. The second scenario measures Backup Recovery Media Services/400 
(BRMS/400) with control groups. A control group is used to support the use of parallel backup 
capabilities.

Figure 3-1 shows the measurement in minutes to complete save and restore operations on 
the 3580, 3583, 3584, and 3590 Model E11 tape devices. The iSeries server was not in 
restricted state for this test. 

Note: NUMX12GB is the name used to describe a mix of data contained in a single library 
made up of a combination of source files, database files, program and command objects, 
data areas, menus, query definitions, and other common iSeries objects found in libraries. 
NUMX12GB contains 52,900 objects. 

NUMX12GB is the same workload as what is used to produce the save/restore 
performance ratings as represented in Chapter 15, “Save/Restore Performance” of the 
iSeries Performance Capabilities Reference Version 5, Release 2, SC41-0607-05. 
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Figure 3-1   Save and restore tests

3.1.1  3570, 3575, and 3590 external tape devices
This section describes the 3570, 3575, and 3590 external tape devices supported by the 
iSeries server. It provides a comparison of features to help position each drive.

To determine the best external tape storage solution for a particular customer, you must 
understand the customer’s business application and environment, and relate these needs to 
the characteristics of the external tape storage solution. The factors are numerous and unique 
to each customer. However, in general, the 3570, 3575, and 3590 external tape device 
characteristics tend towards a business solution to address these needs:

� 3590

– Mission-critical data protection
– Enterprise cross-platform attachment
– A high read-and-write duty cycle
– Proven Magstar performance and reliability

Note: Backup Recovery Media System/400 (BRMS/400) is a storage management 
application designed to handle a wide range of tasks for the iSeries customer. BRMS lets 
you plan, control, and automate your backup, recovery, media, and storage management 
procedures. This works for both a single iSeries machine and multiple iSeries servers 
linked in a computing network. You can use BRMS to define policies for such tasks as 
backup, recovery, archive, and retrieval.
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Note: Although the 3575 Tape Library Dataserver is withdrawn from marketing effective 28 
June 2002, it is included in this Redpaper because it represents a popular offering for 
iSeries customers. 
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� 358x

– High capacity
– Open systems architecture attachment
– Write-intensive applications
– Enhanced open system reliability

� 3570

– Fast access to data
– Read-and-write-intensive applications
– Enterprise Magstar reliability
– Mission-critical data protection

Figure 3-2   3570, 3580, and 3590 Tape Evolution

The technical specifications of the external tape device also influence the installation 
decision. Table 3-1 shows the rated technical specifications of the 3570, 3580, and 3590 tape 
drives, as measured in the lab setup in preparation of this Redpaper.
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Table 3-1   3570, 3580, 3590 specification ratings

3.1.2  IBM Magstar MP 3570 Tape Cassette Subsystem
The 3570 uses a unique, robust, heavy usage tape cassette that is 
approximately half the size of the IBM 3490/3590 cartridge tapes. The tape 
cassette capacity is 7 GB uncompressed and up to 21 GB per cassette with 
LZ1 data compaction. 

This tape cassette provides fast access to data by having two tape spools with the load point 
in the middle of the tape. The tape never leaves the cassette and maintains a self-enclosed 
tape path. This unique path eliminates tape thread time and ensures higher reliability.

The 3570 Tape Subsystem is based on the same 
technology as the IBM 3590 High Performance Tape 
Subsystem. However, the media is not 
interchangeable. Use the 3570 tape libraries when 
these attributes are required:

� Fast access to data, such as storage 
management, network serving, mixed digital 
libraries, and image processing

� High I/O-intensive operations with multi-user 
access

� Automated backup and restore or automated 
archive storage and retrieval

Notes for Table 3-1:

* Smaller is better
** Larger is better

IBM 3570 C-XL IBM 3580 Ultrium IBM 3590 
Cartridge Capacity 

(GB) 
Uncompressed/Compressed

7/21 100/200 B model - 20/60
  E model - 40/120

     H model - 60/180   
Data Rate

 Uncompressed
7 MB/s 15 MB/s 14 MB/s

Maximum Data Rate 
Compressed

15 MB/s 30 MB/s 34 MB/s

Time to Data
(load, thread, search)

19 sec. 77 sec. 53/83 sec.

Backhitch 
Stop/Start Time*

1.25X 8X 1X
(500ms)

Reliability/Durability** 1.25X 1X 1.5X
SCSI ports 1 1 2

ESCON Channel 0 0 2 to8
Servo Bands Y Y Y

MR Heads Y Y Y
Virtual Support N N Y

ATL High Availability N N Y

ATL Scaleability
(compressed)

420 GB to 6.8 TB 1.4 TB to
110 TB (2 frames)
496 TB (6 frames)

600 GB to 750 TB 
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The features of the 3570 include: 

� Faster data access than other tape technologies with a drive time to read/write data of 
eight seconds from cassette insertion

� High-speed search function

� Security key lock, which physically locks the cassettes in the library 

� Supports random and auto modes

The 3570 C02 and C12 support two drives. It can function in base-mode and split-mode 
configurations, as illustrated in Figure 3-3. 

Figure 3-3   3570 base and split mode

The minimum OS/400 release required to support the 3570 is V3R1. V4R5 is the minimum 
release when attached via a #2749 PCI Ultra Magnetic Media Controller.

3.1.3  Magstar MP (Multipurpose) 3575 Tape Library Dataserver
The IBM Magstar MP 3575 Tape Library Dataserver is a family of automated 
tape storage solutions. The 3575 is designed for the growing unattended 
storage requirements of today's midrange systems and network servers. The 
3575 is a compact, integrated tape storage library that can expand the 
capability of tape processing by optimizing both read- and write-intensive 
operations. A dual-gripper picker can provide fast cartridge exchange times between the 
library slots and the Magstar MP tape drives in the library. 

Figure 3-4 shows the models of the 3575 tape library.
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Figure 3-4   3575 tape family

Table 3-2 shows the characteristics of the 3575 model.

Table 3-2   3575 characteristics

Summary: Positioning the 358x versus 3570 
� The 3570 Magstar MP has no existing roadmap for future generations.

� The LTO family is the follow-on product for 3575 Magstar MP library models.

� While the data access from 3570 is fast, the capacity of the 3570 media cartridge can be a 
driving cause to change to another storage solution. 

� The 358x tape platform is positioned for future data growth.

� Because of the open standard of LTO and good customer acceptance, LTO is easier to 
exchange media cartridges with other devices.

Model Description Number 
of drives

Cassette
 slots

Capacity 
uncompressed

Capacity with 3:1 
compression

L06
L12
L18
L24
L32

Stand-alone Tape 
Library
Midrange Tape Library
Midrange Tape Library
High capacity Tape 
Library

1-2
1-4
1-6
1
2

60
120
180
240

420 GB
840 GB
1.26 TB
1.68 TB
2.26 TB

1.2 TB
2.52 TB
3.78 TB
5.04 TB
6.28 TB
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3.1.4  IBM 3590 High Performance Tape Subsystem Models E/H1A and E11/H11
The IBM Magstar 3590 High Performance Subsystem Model E11 
tape drive is a rack-mountable model using high performance 
½-inch tape cartridges. 

The 3590 E models can read or write twice as much data as the 
B1X models on the 3590 High Performance Cartridge Tape. With 
the E1X models, the cartridge can contain up to 20 GB or with the 
extended length cartridge up to 40 GB of native/uncompressed 
data per cartridge (60 GB or 120 GB with a 3:1 compression ratio 
respectively).

The Model E11 includes a 10-cartridge Automatic Cartridge 
Facility (ACF) with a cartridge magazine. This magazine has a 
random mode operation feature that allows random access to any 
cartridge in the ACF. Status indicators on each cell of the ACF 
alert the operator to conditions that may need to be addressed. 
The 10-cartridge ACF, coupled with increased capacity of the 
3590 cartridge, reduces the frequency for operator interaction with 
the tape subsystem. 

3590 Extended High Performance Cartridge
The IBM Magstar 3590 Tape Drive supports the 3590 Extended High Performance Cartridge 
Tape (Extended Length Cartridge). This tape has a native capacity of 40 GB on the 3590 
Model E11 and E1A tape drives and 20 GB on the 3590 Model B11 and B1A tape drives. All 
3590 B and E models shipped on or after 04 February 2000 support the Extended Length 
Cartridge. The 3590 Extended Media Support is also available as an MES upgrade feature for 
installed 3590 B and E model tape drives.

The 3590 H models have 50% more capacity than E models. H model performance is the 
same as for E model.

All models of the Magstar 3590 Tape Drive continue to support the 3590 High Performance 
Cartridge Tape Cartridge (Standard Length Cartridge). 

Performance statistics for the 3590-E and H models and the iSeries 8xx
Table 3-3 shows the data rates of a 3590 Ultra SCSI when attached to an iSeries 8xx.

Table 3-3   3590 performance rates

Note: The 3590 H models are supported with OS/400 V4R5 or later.

3590 configuration User mix of 
data

2 GB file Maximum system save rates

3590 B or E on AS/400 7xx 
or iSeries with #2729 IOA

Up to 13 GB/hr Up to 47 GB/hr Not benchmarked

3590 B or E on AS/400 7xx 
or iSeries with #6501/#6534 
IOP

Up to 28 GB/hr Up to 60 GB/hr 345 GB/hr

3590 B-Ultra on iSeries 8xx 
with #2749 IOA

Up to 35 GB/hr Up to 74 GB/hr 2700 GB/hr (as measured, not 
the limit)

3590 E/H on iSeries 8xx with 
#2749 IOA

Up to 72 GB/hr Up to 115 GB/hr 2700 GB/hr (as measured, not 
the limit)

Figure 3-5   3590 tape rack
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These data rates are unleashed, and the performance of tape operations is twice as high than 
is possible on AS/400e 6xx and 7xx models. In addition, the system maximum throughput 
(concurrent tape device operations) is increased by up to 700% (as measured, not the limit). 
Also, there are no longer any limitations on the bus placement concerning the number of tape 
devices or the configurations with DASD.

IBM 3494 Tape Library Dataserver model
The 3494 Tape Library 
Dataserver is a 
stand-alone automated 
tape storage subsystem 
for ½-inch cartridges 
available for attachment to 
the iSeries server. It 
provides an automated 
tape solution for 
automating tape 
operations such as save 
and restore, migration of 
data between disk and 
tape, and other mass data 
applications.

Summary: 358x versus 3590 
� The 3590 Magstar has an existing roadmap for future generations. 

� For performance reasons, the 3590 Magstar is a real alternative to IBM LTO especially if 
intensive Read and Write Operations are required, because the 3590 positions faster to 
single objects on tape.

� In streaming mode, the 3590 Magstar and IBM LTO show similar performance.

� The installation requirements and the investment costs for the same capacity are higher 
for the 3590 Magstar than with IBM LTO.

� 3590 tape drives and 3494 tape libraries are typically found for zSeries customers 
because LTO is not supported in this environment.

� The IBM LTO is the preferred platform for open-system environments to share the tape 
drives with other platforms.

3590 E/H on iSeries 8xx with 
#2765 IOA

Up to 78 Gb/hr Up to 120 GB/hr
(4 GB files)

2700 GB/hr (not measured)

Note: Tape drive data rates represent a 2.4:1 compressible data ratio. The performance data 
contained here was obtained in a controlled environment, based on the use of specific data. Actual 
results that may be obtained in other operating environments may vary significantly. These values do 
not constitute a guarantee of performance.

Note: All information being released represents the current intent of IBM, is subject to 
change, and represents goals or objectives only.

3590 configuration User mix of 
data

2 GB file Maximum system save rates
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3.2  Using ESS FlashCopy to reduce the time to save
As the amount of data being stored increases, so does the amount of time it takes to back up 
that data using a particular backup solution. The amount of time available to carry out the 
backup is known as the backup window or the save window. Typically, the backup window is a 
finite period of time during the evening hours when the computing system has fewer, or no, 
users online.

If the customer approaches a point when there is not enough time to complete the backup in 
the current backup window, it is necessary to look for a different backup solution. 

The backup solution with FlashCopy function available with the IBM Enterprise Storage 
Servers (ESS) can reduce the save window to zero. This section briefly describes this 
capability. 

Using ESS as external disk storage for iSeries opens up these possibilities:

� The ability to place all iSeries disk space on ESS. Since the load source is internal to the 
iSeries server, it is mirrored to the ESS. 

� The flexibility to use a portion of the ESS as storage for the iSeries server. This 
assignment is done by implementing independent auxiliary storage pools (IASPs).

ESS FlashCopy takes a point-in-time copy of the data within ESS. FlashCopy works on ESS 
logical units (volumes), so it makes a copy of all the data that reside on one or more volumes. 

To implement a backup solution for the iSeries with ESS FlashCopy, two iSeries servers, or 
two LPARs connected to the same ESS are required. 

To illustrate this concept, consider two iSeries servers – iSeries1 and iSeries2. All of the disk 
space of iSeries1 is on an ESS. FlashCopy is used to copy all iSeries1 data within the ESS 
disk space. iSeries2 is connected to the ESS volumes that are a copy of iSeries1’s disk 
space. A backup is taken from this copy. In this way, the backups for iSeries1 are taken by 
iSeries2. Therefore, iSeries1 does not require a backup. The backup window is zero.

For a detailed description of the ESS FlashCopy function and how to use it for backup, refer to 
the RedDraft IBM ~ iSeries in Storage Area Networks: A Guide to Implementing FC 
Disk and Tape with iSeries, SG24-6220. To understand Independent ASPs, refer to the 
Redbook Clustering and IASPs for Higher Availability on the IBM ~ iSeries Server, 
SG24-5194.
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Chapter 4. Planning for Ultrium external 
tape devices

As with any computing system, planning is necessary to prepare for the installation of storage 
devices. This chapter discusses the ordering and installation factors required for a successful 
iSeries and Ultrium Tape implementation. 

4
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4.1  Description of physical planning requirements
Planning for the physical installation of the LTO tape devices involves floor space 
requirements, power cord specifications and length, power plug and power receptacle options 
and specifications. The power, space, and cabling requirements differ by the model of Ultrium 
Tape device installed. 

The following manuals can help to prepare for the physical installation of the LTO tape drives:

� IBM 3580 Ultrium Tape Drive Setup, Operator, and Service Guide, GA32-0415
� IBM 3581 Ultrium Tape Autoloader Setup, Operator, and Service Guide, GA32-0412
� IBM 3583 Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411
� IBM 3584 UltraScalable Tape Library Planning and Operator Guide, GA32-0408

You can find further planning information in: 

� Informational APAR II12621 
� The white paper IBM LTO Tape Library Sharing V2: This paper is located in the LTO Sales 

Kit on the Web at: 
http://w3-1.ibm.com/sales/systems/ibmsm.nsf/mainframeset?openform&geo=AM

4.2  iSeries prerequisites for the IBM LTO
This section explains the hardware and software prerequisites to support IBM LTO tape and 
library models on the iSeries server.

4.2.1  Hardware prerequisites
The hardware required to support LTO drives on iSeries servers depends on the attachment 
method required. 

SCSI-attached external tape
A SCSI tape adapter (IOP) on iSeries server is needed for attaching SCSI LTO Tape and 
Library. Depending on the installed iSeries hardware model, select one of these adapters: 

� #2729 PCI Magnetic Media Controller
� #2749 PCI Ultra Magnetic Media Controller
� #6501 Tape/Disk Device Controller
� #6534 Magnetic Media Controller

The transfer rate varies for each SCSI tape adapter. The transfer ratings for each of the 
supported iSeries tape adapters are shown in Table 4-1.

Table 4-1   iSeries tape adapters

IOP or IOA Transfer rate/user mix of data 

#2729 PCI Magnetic Media Controllerr 
HVD, HD68

Up to 13 MB/s (47 GB/hr) 

#6501 Magnetic Media Subsystem Controller IOP (SPD)
HVD

Up to 17 MB/s (60 GB/hr) 

#6534 Magnetic Media Controller (SPD)
HVD, HD68

Up to 17 MB/s (60 GB/hr) 
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To maximize the performance required for the application, implement an appropriately rated 
adapter and plan accordingly. 

FC-attached external tapes
The #2765 PCI Fibre Channel Tape Controller is required when attaching external FC tape. 
The 3583 has two FC ports on the #8005 Integrated SAN Data Gateway feature. The 3584 
has one FC port on each FC drive. 

These iSeries server models support the #2765 PCI Fibre Channel Tape Controller: 

� 270
� 820
� 830
� 840
� 890
� SB2
� SB3

The LTO side of the FC connection is made directly to the iSeries or with a switch or hub 
through the FC port.

Refer to Chapter 7, “SAN and the iSeries server” on page 65, for further planning 
considerations for a SAN environment, including information on hubs and switches.

4.2.2  Software prerequisites
The minimum operating system level required to support IBM LTO Tape/Libraries is shown in 
Table 4-2.

Table 4-2   Minimum OS/400 to support LTO

For further software requirements, refer to Information APAR II12621 in the APAR Search 
page of the Software Knowledge database at:

http://www-1.ibm.com/support/apar_search.html

#2749 PCI Ultra Magnetic Media Controller
HVD, HD68
OS/400 V4R5 or later

Up to 38 MB/s (137 GB/hr)

#2765 PCI Fibre Channel Tape Controller
(3583/3584 fibre attached features only)

Up to 100 MB/s 

Important: Only the HVD drives from LTO Tape Libraries are supported on iSeries 
servers. However, the #8005 SAN Data Gateway (SDG) supports LVD drives internal to the 
3583 Tape Library. 

Note: D-IPL directly from FC tapes is not supported. See Chapter 5, “Perform an IPL from 
an Alternative Device” in Backup and Recovery, SC41-5304, for more information 

IOP or IOA Transfer rate/user mix of data 

Attachment type Minimum OS/400

SCSI V4R4

Fibre channel V5R1
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4.3  Performance considerations
Many factors influence the observable performance differences of save and restore 
operations. These factors include:

� The hardware capabilities (that is, the capability of the tape drive)
� The tape input/output processor (IOP) to which the device attaches
� Placement of the tape IOP in the system (on the bus) 
� Type of workload saved or restored (the size of the file and mix of the data records)

Using data compression, data compaction, and the Use Optimum Block Size (USEOPTBLK) 
parameter on OS/400 commands also influence the performance of save and restore 
operations.

When planning for performance, consider the following parameters, which influence the “real” 
transfer rate of tape performance:

� iSeries server model: The processor speed of the iSeries product line range from 
400 MHz to 1.3 GHz

� Adapter cards (see Table 4-1)
� Native transfer rate of the LTO drive 
� Compression factor
� Block value specified on the save and restore commands
� File size 
� Server load and disk transfer rate
� Network bandwidth

You can find additional information about performance in: 

� iSeries Performance Capabilities Reference Version 5, Release 1, SC41-0607-04
� iSeries Performance Capabilities Reference Version 5, Release 2, SC41-0607-05

Refer to Chapter 15 in each of these Performance Capabilities publications to find a summary 
of the save and restore tests performed by IBM.

4.4  Related services
IBM Global Service Organization provides fee service support for: 

� Implementing IBM tape libraries
� Implementing software solutions (Backup Recover Media Services/400 and IBM Tivoli 

Storage Manager)

Contact your regional IBM service organization for further information.
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Chapter 5. LTO media

Tape provides efficient data protection to recover lost data and for archive applications. The 
growth of storage needs for such applications as e-business requires capacity, performance, 
reliability, and automation. To meet these requirements, a specifications roadmap for two 
tapes formats was produced in 1998. With dimensions of 21.5 mm x 102 mm x 105.4 mm (or 
0.8 inches x 4 inches x 4.1 inches), the cartridge is smaller than other single reel tape 
cartridges.

At the end of 2000, Ultrium tape drives became available on market. You can find information 
about Linear Tape-Open (LTO) on the Web site at:

http://www.lto-technology.com

This chapter introduces the Ultrium format and its characteristics. Ultrium tape drives were 
announced for the iSeries in late 2000. This chapter discusses tape media in general and 
introduces the media used by the Ultrium drives. 

For considerations regarding media when migrating from other tape devices to the Ultrium 
tapes, see 5.2.1, “Migrating to the LTO from other iSeries tape drives” on page 40.

5
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5.1  Media considerations and requirements
LTO development is dedicated to the Ultrium format. The LTO tape format is a reliable, open 
format solution. It meets the important characteristics for an effective backup and restore 
process, such as:

� Reliability 
� Performance 
� Scalability

5.1.1  Benefits of using the Ultrium format
The high capacity Ultrium format allows for 100 GB capacity (200 GB with 2.1 compression) 
in a single compact cartridge. The cartridge is smaller than other single reel tape cartridges. 

5.1.2  High data transfer rate
The media format for Ultrium technology is designed with a four-generation roadmap that 
provides up to 1.6 TB of data per cartridge. The fourth generation of the Ultrium format 
provides a compressed transfer rate up to 320 MB/s. Table 5-1 shows this Ultrium format 
roadmap.

Table 5-1   Utrium format roadmap

5.1.3  Wide range of applications 
The Ultrium tape format is an efficient tape for the high capacity backup and archive 
operations. Using data compression improves the process of backup and is helpful when 
using a wide variety of applications. The Ultrium tape format is ideally suited for:

� Open system server solutions
� Large archive capacity
� High streaming performance
� Backup and restore applications
� Enhanced open-system reliability
� Tape automation

5.1.4  Cartridge memory
The Ultrium tape cartridges support the Linear Tape-Open Cartridge Memory (LTO CM) 
through the use of LTO CM (cartridge memory). LTO CM is an embedded electronics and 
interface module that can store and retrieve a cartridge's historical usage and other 
information. The LTO CM is read during the load and unload operations. This improves data 
access speeds by avoiding read/write of the cartridge data after the load or before it is 
unloaded. 

LTO Ultrium
Generation 1

LTO Ultrium
Generation 2

LTO Ultrium
Generation 3

LTO Ultrium
Generation 4

Native capacity 100 GB 200 GB 400 GB 800 GB

Compressed 
capacity

200 GB 400 GB 800 GB 1.6 TB

Transfer rate (native) 10 to 20 MB/s 20 to 40 MB/s 40 to 80 MB/s 80 to 160 MB/s

Compressed transfer rate 
(native)

20 to 40 MB/s 40 to 80 MB/s 80 to 160 MB/s 160 to 320 MB/s
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5.1.5  Reliability
After the data is written to tape, it is immediately read to check that it is written correctly. If 
incorrect data is detected, an error condition occurs and a message is posted. 

Figure 5-1 shows the read-after-write process.

Figure 5-1   Read-after-write process

You can find more details on Ultrium tape format in The IBM LTO Ultrium Tape Libraries 
Guide, SG24-5946.

5.1.6  Reduced costs
The Ultrium tape format can help to lower costs by reducing the number of cartridges needed 
for backup and restore operations. This decreases the amount of human intervention typically 
required in daily operations. Using the Ultrium tape format is valuable and helps maximize 
your storage investment.

5.2  Ultrium tape media
When a new tape technology, such as LTO, comes along, the potential advantages of 
capacity, performance, and reliability relative to the existing tape technology may tip the 
scales in favor of implementation. The Ultrium tape format is designed to meet the needs of 
the enterprise and is a response for the future. 

A brand new tape format is, by definition, not compatible with the currently used tape 
technology. 

*ULTRIUM1 is the type of media used by the 358x tape devices. *ULTRIUM1 is not 
compatible with 3480, 3490, 3570, or 3590 tape devices. 

cartridge

mechanism

take-up reel

Bump 1 Bump 2

These gaps are the readers
These gaps are the writers

1 2

Heads
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The data cartridge used for 358x devices is 08L9210. The cleaning cartridge is 08L9124. 

You can find cartridge handling considerations in the “Tape Media - Shipping and Handling 
Care for Maximum Benefit” tip on the Web at: 

http://www-1.ibm.com/support/docview.wss?rs=546&context=STCVQ6Z&q=tape&uid=ssg1S1001388

5.2.1  Migrating to the LTO from other iSeries tape drives
You can choose from one of two ways to migrate to LTO drives from other tape drives:

� Parallel strategy: This means that you add the new LTO drive in your machine room and 
have a transition plan to migrate from your older tape drive to the LTO. 

The new tape technology writes to the latest backup tape and then, over time, steps 
through the different generations of backup tape – grandparent, parent, and child – of the 
backup tape rotation cycle. When this cycle is done, the replacement is complete.

� Replacement strategy: In this case, you decide to replace all your old tapes with the new 
LTO tapes. This allows you to duplicate your data to the new LTO tapes. Be aware that 
duplicating data can increase your CPU workload. Manage your data duplication in a 
hierarchical order of needs. 

See 5.2.3, “Using the Duplicate Media Using BRMS (DUPMEDBRM) command” on page 
40, to learn how to duplicate media. 

There is a media replacement issue about handling older tapes that are not part of the 
standard rotation cycle such as archive files. BRMS reports can help you to manage this part 
of the migration. 

5.2.2  Using BRMS to migrate your data 
The Ultrium tape format is not compatible with older tape formats. Be sure to build a migration 
plan when you move your older tapes to the Ultrium tape format. 

5.2.3  Using the Duplicate Media Using BRMS (DUPMEDBRM) command
The DUPMEDBRM command copies the contents of a volume, a volume in a media set, or 
media set to another volume or set of volumes. 

The restrictions include:

� The volumes to be copied must be active volumes, be members of the BRMS media 
inventory, and be owned by the system running the command. If you copy a media set in 
batch mode by specifying a volume of the media set in the From volume identifier prompt 
(VOL parameter), use the *SET special value in the Input Volume List prompt (FROMVOL 
parameter).

� You cannot duplicate Tivoli Storage Manager (TSM) media using the DUPMEDBRM 
command.

� You cannot use devices with a category of *APPC or *NET to duplicate data using the 
DUPMEDBRM command.

� You must have two tape drives to use this command. If the devices are shared devices, 
BRMS varies the devices on for you. If the devices are not shared devices, you must vary 
them on.
40 The LTO Ultrium Primer for IBM eServer iSeries Customers

http://www-1.ibm.com/support/docview.wss?rs=546&context=STCVQ6Z&q=tape&uid=ssg1S1001388


To duplicate more than one supported media cartridge with one command, use the Work With 
Media Using BRMS (WRKMEDBRM) command. This command displays all the media 
identified to BRMS. 

Select the media you want to duplicate by using a parameter list:

WRKMEDBRM MEDCLS(FMT3590)

Figure 5-2 shows an example of this command and all media classes that belong to this 
format.

Figure 5-2   WRKMEDBRM command 

Then you can use option 14 to duplicate the tapes. Select F23 to display more options. You 
can specify *LIST in the From volume identifier prompt (VOL parameter) to copy a list of 
volumes that you specify to create a list of duplicate media. For more details, see Backup 
Recovery and Media Services for OS/400: A Practical Approach, SG24-4840.

See Figure 5-3 for an example of the DUPMEDBRM command.
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Figure 5-3   DUPMEDBRM using *LIST
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Chapter 6. Configuring, using, managing 
LTO drives for the iSeries server

This chapter explains how to configure Ultium tape drive models and the iSeries server for 
connectivity in an iSeries installation. This chapter also discusses usage and management 
options that are offered separately from OS/400.

6
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6.1  Configuring the iSeries for the LTO
Unlike some server solutions, there are no device drivers that need to be installed on the 
iSeries server to support the Ultrium tape devices. The support for these external tape drives 
is inherent in OS/400 and iSeries microcode as part of any iSeries configuration. 

Verify that the QAUTOCFG system value is set to 1. The required device descriptions are 
then created automatically during a system Initial Program Load (IPL).

Alternately you can use the Work with Hardware Resource (WRKHDWRSC) command to 
manually configure the device. Start by displaying the hardware resources: 

WRHDWRSC *STG

On the resulting display, find the resource name to assign to the new tape drive. Then use the 
Create Tape Device command to create the new device: 

CRTDEVTAP DEVD(TAPXX) TYPE(*RSRCNAME) MODEL(*RSRCNAME) + RSRCNAME(resource name)

The 3580 is not listed as a Device tape for the CRTDEVTAP command. Use the *RSCNAME 
keyword to specify the device type. Refer to Information APAR II12621 in the Software 
Knowledge database, which has further information on configuring OS/400 and Ultrium tape 
devices. 

If you are configuring for the IBM 3581 Ultrium Tape Autoloader or IBM 3583 Ultrium Scalable 
Tape Library, and the required media library and tape device description is not created after 
an IPL or the reset of IOP, use the Create Media Library Device Description (CRTDEVMLB) 
and Create Tape Device (CRTDEVTAP) commands to create the media definition object and 
tape device description. This ensures a media density of ULTRIUM1 is created.

If you use BRMS to manage the drives, use the Initialize BRMS (INZBRM) command to add 
the device to BRMS:

INZBRM OPTION(*device)

6.2  Configuring the LTO drive as an alternate IPL device
When you connect a SCSI-attached 3580 or 3581, 3583, and 3584 and want to use the drive 
as an alternate IPL device, set the SCSI address of the tape device to 0. 

Alternate IPL is not supported with Fibre Channel attached tapes. The Alternate Installation 
Device function is used for Fibre Channel attached devices. With Boot Manager, the system is 
loaded from a CD or DVD device. After the system is booted, the system restore continues 
from the save tape on the specified attached tape device. 

For more details, refer to Backup and Recovery, SC41-5304.

6.2.1  Setting SCSI address for the IBM 3580 Ultrium Tape Drive
The SCSI ID is a unique address that identifies the 3580 Tape Drive to the iSeries server. 
SCSI IDs range from 0 through 15. The priority of SCSI IDs is 7, 6, 5, 4, 3, 2, 1, 0, 15, 14, 13, 
12, 11, 10, 9, 8 (listed from higher to lower). 

Here are some considerations for setting the SCSI ID of the 3580:

� The 3580 is shipped with the SCSI address set to 0.
� Do not select an ID that is already in use by any device on the same SCSI bus.
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� Do not select the SCSI ID of the SCSI host adapter card.
� The priority of this ID is usually higher than any device on the SCSI bus. 
� The SCSI ID for the host adapter is typically set to 7.

To set the SCSI ID on the 3580, follow these steps:

1. Locate the SCSI address switch at the rear of the 3580 Tape Drive. 

2. With a small, pointed object (such as a ballpoint pen), press the + or - push button until the 
ID that you want displays on the switch.

3. To activate the new SCSI ID, power off the 3580 drive and then power it on again.

Refer to IBM 3580 Ultrium Tape Drive Setup, Operator, and Service Guide, GA32-0415, for 
more information. 

6.2.2  Setting the SCSI address for the IBM 3581 Ultrium Tape Autoloader
The 3581 Tape Autoloader consists of two SCSI devices: the autoloader and the drive. The 
default settings for the SCSI IDs are LdR Id 1 (for the autoloader) and dRV Id 3 (for the drive). 
Depending on your requirements, you may need to change the SCSI ID default settings for 
your installation. 

Here are some considerations for setting the SCSI ID of the 3581:

� Do not select an ID that is already in use.

� Do not select the SCSI ID of the SCSI host adapter card. The priority of this ID is usually 
higher than any device on the SCSI bus. Generally, the SCSI ID for the host adapter is set 
to 7. 

� When setting the SCSI ID, unless you choose another operation, the 3581 Tape 
Autoloader times out 150 seconds after each operation and LdR REAdY appears in the 
message display.

� If you are using an iSeries server and you want to boot from the autoloader’s drive, set the 
SCSI ID of the drive to 0.

To set or change the SCSI ID setting on the 3581, perform the following steps:

1. Repeatedly press the MODE button until SET SCSI appears on the message display.

2. Press the SELECT button three times. The message LdR SCSI displays to indicate that 
you are changing the SCSI ID of the autoloader (rather than the SCSI ID other drive).

Refer to IBM 3581 Ultrium Tape Autoloader Setup, Operator, and Service Guide, GA32-0412, 
for more information.

6.2.3  Setting the SCSI address for the IBM 3583 Ultrium Scalable Tape Library
The 3583 Tape Library consists of up to seven SCSI devices: the library and up to six drives. 
The default settings for the SCSI IDs are 6 for the library and 0 through 5 for the drives. 

Here are some considerations for setting the SCSI ID of the 3583:

� Do not select the SCSI ID of the SCSI host adapter card. 

� On the SCSI bus, any initiator (such as a host adapter card) that needs to communicate 
with the library must have its SCSI ID set from 0 to 7. 

� The SCSI ID of the SCSI host adapter card is typically higher than any device on the SCSI 
bus. 
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To change the SCSI ID setting for the 3583 Tape Library, perform the following steps:

1. Press the button below the Up or Down softkey until the ID that you want displays in the 
SCSI ID: NEW field.

2. Press the button below the Next softkey until the OK softkey displays. 

3. Press the button below the OK softkey to accept the new ID.

4. To activate the new SCSI ID, power off the 3583 drive and then power it on again.

Refer to IBM 3583 Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411, for 
more information.

6.2.4  Setting the SCSI address for the IBM 3584 UltraScalable Tape Library
To display the SCSI IDs of tape drives that use LVD or HVD interfaces, the SCSI IDs of control 
ports, or the Loop IDs of Ultrium Tape Drives that use Fibre Channel interfaces, use one of 
the following methods.

� The 3584 Tape Library Specialist Web tool
� The Operator Panel 

Refer to IBM 3584 UltraScalable Tape Library Planning and Operator Guide, GA32-0408, for 
further information.

6.3  Using LTO drives on the iSeries server
The most modern tape devices today are installed as a part of a tape automation system – a 
tape library. This is witnessed by the year-to-year significant increase in the number of 
installed tape libraries to fulfill semi-online storage opportunities. An increase in the number of 
installed tape libraries is certain in the years to come. 

Using tape as a part of tape library has opened new ways of looking at tape as a storage 
medium. It can be considered a large capacity semi-online storage repository. In turn, this 
creates opportunities for new applications that would not be feasible due to cost or copy. 

An Automated Tape Library (ATL) is an industry term for a product's name. The tape library 
peripherals known as ATL, which are supported by the iSeries product line, include the 3583, 
3584, 3570, 3574, and a 3494 with a 3490 or 3590. 

Media Library (MLB) is the device name given to ATLs when they attach to the iSeries server. 
It is the iSeries device configuration term for a type of device. 

With automatic configuration active (when the QAUTOCFG system value is set to 1), an MLB 
device is created any time a device reports the presence of a media changer or robot for 
moving media. Autoloaders with random mode (for example, the 3581, 3590, or 3490 Fxx) are 
configured as an MLB. Tape libraries (ATLs) are also configured as MLB. 

This section explains how to manage your LTO drive as an ATL with OS/400 commands or 
with the support offered with BRMS.

6.3.1  OS/400 media library commands
The Work with Media Library Status (WRKMLBSTS) command is used to configure and 
manage media libraries. When you run this command, the Work with Media Library Status 
display is displayed, which shows status information for the descriptions of library 
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configurations. All associated drive resources are shown for each library device description 
selected.

Options available on the Work with Media Library Status display are to:

� Vary the drive online or offline
� Work with device descriptions

For tape media library devices, options are also available to allocate and reset drive 
resources within the device. 

Figure 6-1 shows the options that are available from the Media Library commands menu.

Figure 6-1   OS/400 Media Library commands 

6.3.2  Parallel save and restore
Beginning with OS/400 V4R4, simultaneous restore operations can be performed using more 
than one save device simultaneously. To restore data in a parallel operation, the data restored 
should be saved in a parallel save operation format. 

BRMS supports parallel save and restore operations, which offer automated availability and 
recovery support. For control group processing, a parallel save or restore request requires 
libraries and objects in libraries to be entries in the control group.

Refer to Backup and Recovery, SC41-5304, for details about using parallel save and restore 
as supported by OS/400. You should also refer to Backup Recovery and Media Services for 
OS/400: A Practical Approach, SG24-4840, for using parallel save and restore as automated 
with BRMS. 

This section uses a 3584 UltraScalable Tape Library and logical library with two drives, and 
BRMS to illustrate the parallel save and restore function. Figure 6-2 illustrates the values 
specified for the parameters of a Change Backup Control Group Attributes operation to create 
a control group to support parallel saves.

Change Device Desc (Media Lib)  
Change Job MLB Attributes       
Create Device Desc (Media Lib)  
Delete Device Description       
Work with MLB Resource Queue    
Work with Media Library Status  

 
Category Commands           
 Cartridge Commands          
 Device Commands 

 Device Description Commands 

Configuration Media Management

GO CMDMLB
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Figure 6-2   Change Control Group Attributes

A media policy is set to support parallel operations for full and incremental backups. The 
Minimum resources and Maximum resources parameters specify the number of devices to be 
used for the save and restore operations controlled by the control group (GROUP1 in our 
example). 

Set the Parallel device resources parameters to *AVAIL to use any available device for the 
save or restore operation. Using *AVAIL avoids the need to change your policies and group 
attributes, if you have to change your library configuration by adding or removing a drive. This 
allows BRMS to use any available resources. 

To work with categories that cartridge identifiers can be assigned to in a media library device, 
all cartridge identifiers in a media library must be assigned to a category. System-supplied 
categories include *INSERT, *SHARE400, *NOSHARE, *IPL, *NL, and *EJECT. You can also 
define your own categories. 

6.3.3  BRMS media library commands
To access commands used for media libraries, go to the BRMS main menu (GO BRMS). Then 
select option 1 to display the tasks related to Work with media libraries (WRKMLBBRM). 
Select option 9 to perform tasks related to media library information. These tasks include: 

Attention: If a Media Library Device (MLB) is specified as the backup device, and the 
required resource is not available, the save or restore command waits for the MLB to 
become available for a time period specified by the user. The wait time is determined by 
the value specified for the INLMNTWAIT parameter on the *MLB device description. 

If a *TAPE device is specified as the backup device and the required resources are not 
available, the command fails. 

Note: Parallel saves do not support the transfer of save files to tape. 
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� Hold or release the media library 
� Work with MLB media 
� Add or display MLB media 
� Display MLB status 

Figure 6-3 shows the hierarchy of and functions that are available with the BRMS Media 
Library commands.

Figure 6-3   BRMS media library menu structure

6.4  Configuring the LTO to attach to the iSeries server
This section explains how to configure and attach the LTO tape drives to the iSeries. Contact 
your IBM representative to order the LTO drive firmware cartridge with the latest firmware to 
support connectivity to the iSeries server.

6.4.1  The IBM 3580 Ultrium Tape Drive
Refer to IBM 3580 Ultrium Tape Drive Setup, Operator, and Service Guide, GA32-0415, for 
setup instructions for the 3580.

6.4.2  The IBM 3581 Ultrium Tape Autoloader 
The 3581 Ultrium Tape Autoload operates in two modes: 

� Random access mode
� Sequential access mode

In random access mode, the 3581 Tape Autoloader allows the server’s application software to 
select any data cartridge in any order.

In sequential access mode, the 3581 Tape Autoloader’s firmware predefines the selection of 
the cartridges. After initialization, the firmware causes the autoloader to load the first 
cartridge found (counting from 1 through 7) into the drive. After the server’s application 
software fills this cartridge with data and issues an unload command, the autoloader returns 
the cartridge to its storage slot and loads the next cartridge in order. 

BRMS Backup Recovery and 
Media Main menu 

Media management

               Media Management   
   Work with media libraries            

Change   
Hold  Display   
Release   
Work with MLB media   
Display MLB media
Display MLB status  

Add MLB media        
Chapter 6. Configuring, using, managing LTO drives for the iSeries server 49



If the autoloader is switched from random to sequential mode, or from sequential to random 
mode, you have to reset the IOP to apply the change to the SCSI configuration. 

Set the SCSI address to 0 if the 3581 Ultrium tape Tape Autoloader is to be used as an 
alternate IPL device (D-mode IPL).

To configure your 3581, refer to IBM 3581 Ultrium Tape Autoloader Setup, Operator, and 
Service Guide, GA32-0412.

Barcode labels
Tape cartridges that are processed by the 3581 Tape Autoloader must have a barcode label 
only if you install a barcode reader. Refer to IBM 3581 Ultrium Tape Autoloader Setup, 
Operator, and Service Guide, GA32-0412, for information on using barcode labels on tape 
cartridges.

6.4.3  The IBM 3584 UltraScalable Tape Library 
The IBM 3584 UltraScalable Tape Library can be configured in one of two ways:

� From the Operator Panel
� From the Web

Using the 3584 Tape Library operator functions panel 
From the 3584 Operator Panel, you can perform all operations by using the up and down 
arrows and the Enter key. Figure 6-4 illustrates the hierarchy of the available 3584 Tape 
Library Operator Panel functions.

Note: If the 3581 is attached to the iSeries server with a #2729 PCI Magnetic Media 
Controller or the #2749 PCI Ultra Magnetic Media Controller, other IOAs can be attached 
to the same IOP. Resetting the IOP will impact the other devices on that IOP. 
50 The LTO Ultrium Primer for IBM eServer iSeries Customers



Figure 6-4   3584 Tape Library Operator Panel functions

For Service Functions, see the IBM Ultrium 3584 Tape Library Maintenance Information 
Guide, SA37-0426, for more details. 

The 3584 UltraScalable Tape Library can be configured with or without partitions. First, the 
elements are discovered (such as frames, cartridge storage slots, drives, and I/O slots). The 
physical configuration is displayed with a prompt for confirmation of the configuration.

If you choose to configure without partitions, all physical devices are assigned to one logical 
library.

For more details, refer to IBM 3584 UltraScalable Tape Library Planning and Operator Guide, 
GA32-0408. 

Configuring the 3584 Tape Library with partitions 
A partition must have one drive and at least two slots. You can partition the 3584 
UltraScalable Tape Library into multiple logical libraries by using one of two methods:

� Using labels
� From the Operator Panel

Configuring the 3584 Tape Library by using labels
This method requires that you manually label the storage elements (storage slots and drives) 
that you want in each logical library, and then select Configure Library to identify them to the 
library. If you use this method, you can view the boundaries of your logical library whenever 
you open the front doors of the Ultrium drive. You can configure up to 10 logical libraries with 
labels. 
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Configuration from the 3584 Tape Library Operator Panel 
You can use the Operator Panel to configure the library. Press the up or down keys and Enter 
to select the desired functions. Pressing up, down, and Enter enables you to navigate through 
the operator menu. 

Figure 6-5 shows the menu structure of the 3584 Operator Panel. 

Figure 6-5   Configuring a logical library with the Operator Panel menu 

For further configuration information, refer to IBM 3584 UltraScalable Tape Library Planning 
and Operator Guide, GA32-0408.

6.5  Enhanced management capabilities for the 3583 and 3584
Centralized management for the setup, changing, and controlling of storage units is an 
important function in a SAN environment. This section describes tools available to the iSeries 
customer for managing the 3583 and 3584 Ultrium tape drives in a SAN installation.

6.5.1  StorWatch Specialist Support for LTO 3583 and 3584 libraries 
Operator Control Panel functions are handled through the network, including microcode 
downloads. 

The tape management capabilities of the StorWatch Specialist tool includes:

� Remote management capability via a Web browser
� SNMP monitoring capability

  Settings

   
Configuration

Advanced Configuration  

Searching for installed devices; may take approximately 2 minutes 
to discover the physical configuration.  Displays the current 

physical configuration. 

     Do you want to commit the new physical configuration?

Ensure that any physical configuration changes are completed 
before you continue.

  Set up any logical library configurations.

Main Menu
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6.5.2  Remote Management Unit
You can manage your 3583 Tape Library with the Remote Management Unit (RMU). RMU 
allows you to have access to the 3583 Tape Library over a network. With RMU you have 
access to all available functions without a dedicated server or separate software. In addition, 
when you use the RMU tool with the StorWatch Specialist, you can perform the following 
functions remotely:

� Check system status, library and drive conditions, and firmware levels
� Perform all library operator panel functions
� Update firmware in the RMU, the library controller, and the tape drives
� Retrieve the library command and error logs and the RMU error log
� Configure changes, such as network, users, date, and time
� Access online documentation about the library

Remote Management Unit is available only for the IBM 3583 Ultrium Scalable Tape Library.

6.5.3  Managing the 3584 with Web Specialist
The 3584 Web Specialist is designed for easy management of the 3584 UltraScalable Tape 
Library. The Web Specialist application provides you menus and a navigation aid. You can 
manage your 3584 library from the Web with the available Web Specialist tools. 

To use the Specialist interface, perform the following steps:

1. Have the Ethernet Internet Protocol (IP) address of the other frame to which you want to 
connect (for example, http://10.1.1.e).

2. Access Internet Explorer 5.0 (or higher) or Netscape Navigator 4.7 (or higher).

3. Type the Ethernet IP address on the URL line of the browser and press Enter.

Figure 6-6 shows an overview of the functions that are available with the 3584 Web 
Specialist.
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Figure 6-6   3584 Web Specialist function overview 

Figure 6-7 shows the Physical Library page. This page has two panels: a Navigation Area (as 
indicated by 1) and a functions area (as marked with 2).
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IBM Ultrium Tape Library 

Maintenance Information Guide 
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Figure 6-7   3584 Web Specialist 

Each area marked in Figure 6-7 is explained here:

1 Navigation area: This section has a list of functions that you can perform. When you 
select a function, a list of subfunctions appears. 

2 Function area: This section displays the output of the function that you selected. For 
example, if you click the Physical Library function, these functions appear:

– Cartridges
– I/O Station
– Accessor
– Node Cards
– Storage Slots

3 The title at the top of the page helps you to identify which function you are using.

4 Click the Help link to open a Help panel.

Certain library functions can be restricted to authorized users through password protection. 
The administrator user password is disabled when IBM ships the library from the factory. The 
password is set from the Settings options of the main menu. After you enable the password, 
the following functions are password protected:

� Enable or disable control paths
� Change drive SCSI or Loop IDs
� Clean a drive
� Configure logical libraries
� Move cartridges
� Remove cartridges

1

2

3

4
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� Import data or scratch cartridges (importing cleaning cartridges is not 
password-protected)

� Inventory the library
� Change the cleaning mode
� Update library and drive firmware
� Update control port firmware
� Download logs
� Change date and time
� Change the 3584 Specialist Web interface password
� Change control port SCSI IDs

For more details, refer to IBM 3584 UltraScalable Tape Library Planning and Operator Guide, 
GA32-0408.

Configuration with the 3584 Web Specialist 
To use the 3584 Tape Library Specialist Web interface, perform the following steps:

1. Type the Ethernet IP address on the URL line of the browser and press Enter. The 
Introduction page is displayed. 

2. Click Settings Library Configuration. Click the Configuration wizard link and follow the 
instructions on the page. 

Figure 6-8 shows an example page from the Configuration wizard.

Figure 6-8   Configuration wizard 

3. Click the Advanced configuration option. Follow the instructions on the page to specify 
one or more logical libraries and their attached physical devices (such as cartridge storage 
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slots and drives) and accept the configuration of the logical libraries. See Figure 6-9 for an 
example.

Figure 6-9   3584 Web Specialist Advanced Configuration Menu

4. Click Next to continue.

Figure 6-10 illustrates the configuration of a logical library. As noted in Figure 6-10 (see 1 
and 2) the LTO library has three drives and 21 storage slots. 
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Figure 6-10   Logical library configuration 

The number of storage slots depends on your save strategy policy.

If you use several drives, you have to enable the control paths of those drives. The status of 
the control path can be required. You cannot change the required status if the other drives are 
disabled. To change the status to enabled, click the Settings menu.

As illustrated in Figure 6-11, all control paths of Frame 1 are displayed. Some are shown as 
required, and others are shown as enabled or disabled. If you configure a logical library with 
only one drive, the control path default status is required.

In the example in Figure 6-11, the logical library has three SCSI drives. Their addresses are 
set from 1 to 3. 

1

2
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Figure 6-11   Changing Control Paths

To change the status of one of the drives, click the radio button to select the control paths and 
then click the Change button. 

6.6  LTO storage management tools
Traditionally, storage management was the responsibility of the host server to which the 
storage resources are attached. With SAN, the focus has shifted away from individual server 
platforms, making storage management independent of the operating system. This way we 
can achieve greater flexibility by managing shared resources across the enterprise SAN. 

The following software management tools are relevant for LTO devices connected to iSeries 
in a SAN network:

� Tivoli Storage Manager (TSM)
� StorWatch Specialist for the 3584 Tape Library

Tip: When you configure the 3584 UltraScalable Tape Library with the 3584 Web 
Specialist, you can change and then lose the latest configuration. Document the present 
configuration before you start the configuration process. 

Note: When you do not have a labeled configuration, you cannot view the boundaries of 
the logical library. 
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For a description of TSM, see 6.7.2, “Automating storage management with Tivoli Storage 
Management” on page 61.

For a description of how to manage a 3584 Tape Library with StorWatch Specialist, see 6.5.3, 
“Managing the 3584 with Web Specialist” on page 53.

6.7  iSeries software tools for tape automation
In an open-systems environment that includes an iSeries server, the solution for backup, 
recovery, media, and storage management is TSM. BRMS remains the IBM strategic solution 
for managing backup, recovery, media, and storage in an iSeries environment. Together, 
BRMS and Tivoli Storage Management provide a comprehensive storage management 
solution. 

6.7.1  Automating storage management with BRMS/400
With Backup Recovery and Media Services for OS/400 (BRMS/400), you can plan, control, 
and automate the backup, recovery, and media management for iSeries server. 

We strongly recommend that you use BRMS/400 for tape library automation. Without using 
this software, you have to write extensive CL programs with APIs to control the LTO Tape 
Library and its media management. 

BRMS functions that are advantageous for automated tape management include:

� Operations and management with easy commands and graphical user interface
� Good control of the save/restore procedures 
� Complete media management for one or more iSeries servers

And BRMS functionality is continually enhanced. For example, plug-ins to iSeries servers are 
supplied with V5R1 (known in V5R2 as iSeries Navigator).

The product number for BRMS/400 is 5722-BR1 (V5R1 and V5R2). The base offering 
includes the following basic functions: 

� Media management for a single system
� Save and restore capabilities
� Management for tape libraries
� Save to TSM (formerly known as ADSM) Server

Beginning with the packaging structure of BRMS at V5R1, two optional features of BRMS are 
available:

� BRMS/400 Network feature (installs as Option 1 of BRMS)

– Media management for multiple iSeries servers
– Central Management of all save policies

� BRMS/400 Advanced Functions (installs as Option 2 of BRMS) 

– Hierarchical Storage Management (HSM):

• Archive
• Dynamic retrieval
• Migration
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You can find additional information about BRMS/400 in: 

� Backup and Recovery, SC41-5304
� Backup Recovery and Media Services for OS/400: A Practical Approach, SG24-4840

6.7.2  Automating storage management with Tivoli Storage Management 
Tivoli Storage Manager provides powerful tools for storage resource management. This helps 
you efficiently and comprehensively handle the retention, archiving, and retrieval of vital 
business records. You can use TSM to automate many critical data-protection processes, 
including the operational backup and restore of data (of both system resources and user 
data), as well as to implement disaster-recovery procedures. 

A Tivoli Storage Manager server serves to save and restore client data in a network. The 
iSeries server is a supported server for TSM. IBM Tivoli Storage Manager Server for OS/400 
(product number 5698-ISM), TSM V5.1, then enables the use and sharing of an attached IBM 
LTO Tape Library. 

TSM operates in the Portable Application Environment (PASE) environment on OS/400. 
PASE is available from OS/400 V5R1 onward.

The basic functions of IBM Tivoli Storage Manager include:

� Data backup and restore, automatically and policy driven
� Managed data archive and retrieve
� Protection for 24 x 365 business-critical applications with online backup capabilities for the 

most used databases

You can find additional information about IBM Tivoli Storage Manager on this Web site: 

http://www.tivoli.com/products

6.7.3  Integrating TSM with BRMS
To create a comprehensive, automated process for data backup and recovery in a 
heterogeneous computing environment that includes iSeries, you can integrate the 
functionality of the TSM and BRMS applications. 

To implement this solution, start by obtaining a set of Tivoli Storage Manager APIs for BRMS. 
These APIs make it possible to create a BRMS application client to a TSM server running on 
a different platform. The addition of the BRMS application client software lets you use BRMS 
to save user data to your TSM server across a network. Meanwhile, iSeries system data is 
still saved to a local tape device using BRMS or OS/400 commands. OS/400 software 
includes a job scheduler that can be used to automatically schedule BRMS operations. 

Integrating BRMS and TSM is the recommended approach when iSeries servers represent a 
substantial portion of your computing infrastructure. BRMS is a simple way to cost-effectively 
back-up large amounts of system data. And TSM complements the primary backup/recovery 
strategy by making it simple to manage the backup and recovery of user data from the iSeries 
system, as well as data from other systems and platforms attached to the network. 

For more information on TSM, refer to A Practical Guide to Implementing Tivoli Storage 
Manager on AS/400, SG24-5472.

Note: We recommended that you do not save a large amount of OS/400 data volumes with 
the Tivoli Storage Manager OS/400 Client API. In many cases, it is best for TSM and 
BRMS/400 to work in complement for an effective performing solution. 
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6.8  LTO backup throughput
It is important to manage the length of time required for the “save window”. This section 
describes the performance of backup to an LTO tape devices in two scenarios: TSM and 
BRMS. 

Disk performance and file size affect the performance of backup operations. To illustrate this 
fact, assume you backup 10KB of small files. If your disk drive transfers at 10 MB/sec, it takes 
1ms to transfer the 16KB file. Then the disk drive does a multi-millisecond search and a 
multi-millisecond seek before it is ready to read the next file. In this case, the disk drive 
spends 80 - 90% of its time moving the drive actuator, and a very small percentage of time 
actually reading data. As one would expect, data cannot be written to tape any faster than it 
can be read from disk. Figure 6-12 illustrates this statistic.

Figure 6-12   LTO TSM backup throughput 

Different tape operations have different performance characteristics. On IBM tape drives, 
backup and recovery normally perform similarly. Reclamation is slower than large file backup 
because of the substantial amount of tape movement involved.

As you can see from Figure 6-12, and the previous TSM charts, all major backup applications 
provide good performance for large file backups. Different applications have different 
mechanisms to mitigate the performance impact of backing up small files. 

Figure 6-13 shows the different workloads. TSM, for example, recommends sending small file 
(less than 100 MB) to a disk storage pool and then migrating the data to tape.

Tape reclamation: This is a TSM process that deletes expired files on tape and 
consolidates the remaining unexpired files to other tape volumes. The resulting empty 
tapes can then be reused.
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Figure 6-13   LTO backup throughput using BRMS
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Chapter 7. SAN and the iSeries server

A Storage Area Network (SAN) differs from traditional networks because it is constructed 
from storage interfaces. SANs create new methods of attaching storage to servers. These 
new methods promise great improvements in both availability and performance. 

This chapter introduces SAN and describes how the iSeries server fits into a SAN 
infrastructure. This chapter also describes the new possibilities that iSeries V5R2 switched 
fabric support brings to an iSeries LTO customer.

7
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7.1  SAN and the benefits it brings to the iSeries customer
A SAN is similar to a local area network (LAN) and wide area network (WAN) in architecture. 
It differs in that SANs are intended to pass traffic for storage and storage management only. 

A SAN has the potential to offer several major benefits to a business, including:

� Improved performance for backup processes
� Sharing of data
� Centralized and consolidated storage
� Centralized storage management

The additional benefits that SAN brings to an iSeries LTO customer include:

� Sharing of tape devices
� Extended distance to storage devices
� Performance improvements

This section discusses these additional iSeries benefits. 

7.1.1  Sharing tape device among multiple hosts
With Fibre Channel (FC) support on the iSeries server, it is possible to attach more hosts to a 
single drive via hubs and switches. In the case of an IBM Ultrium Scalable tape library, the 
connection can be an integrated SAN Data Gateway. 

7.1.2  Extended distance
One of the major drawbacks of SCSI tape drives is the attachment limit of 25 meters. Fibre 
Channel connection allows an LTO tape drive to be located up to 500 meters from a single 
iSeries server depending on the fibre being used and also on the data transfer speed. Using 
cascaded switches, the tape drive can be located up to 12 km from the server. 

7.1.3  Performance
Fibre Channel technology provides the potential for faster data rates than earlier tape 
connection technologies. The actual performance realized, however, depends on the 
application and data type used. 

When planning for tapes attached to iSeries in a SAN infrastructure, the following factors also 
influence performance and should be taken into consideration: 

� Multiple host servers attached to a switch 
� Multiple tape devices attached to a switch 
� Zoning 
� The number of Inter Switch Links (ISLs) when cascading switches

For more information about the performance of fibre attached tapes, refer to the RedDraft IBM 
~ iSeries in Storage Area Networks: A Guide to Implementing FC Disk and Tape with 
iSeries, SG24-6220.

7.2  Fibre Channel architecture
SAN solutions use a dedicated network, based primarily (though, not necessarily) on Fibre 
Channel architecture. Fibre Channel is a technology standard that allows data to be 
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transferred from one network node to another at high speeds. Fibre Channel is a reliable, 
high-performing solution for information storage, transfer, and retrieval. Current 
implementations transfer data at a rate of 100 MB/sec. and 200 MB/sec.

In a Fibre Channel network, the interconnections between nodes are mainly based on fibre 
optics. 

A Fibre Channel network can be composed of many different types of interconnected entities, 
including switches, hubs, and bridges. Refer to the following section for more information. 

7.3  SAN components
There are three main categories of SAN components:

� SAN servers
� SAN storage 
� SAN interconnects

SAN servers
The SAN server infrastructure includes server platforms, such as iSeries servers, UNIX and 
its various types, Windows NT, and mainframes.

SAN storage devices
The SAN storage infrastructure includes storage devices and provides network availability, 
data accessibility, and system manageability.

iSeries implementations use SAN connections to the following storage devices: 

� IBM TotalStorage Enterprise Storage Server (ESS, or commonly referred to as Shark)
� IBM 3590 TotalStorage Enterprise Tape System
� IBM 3583 Ultrium Scalable Tape Library
� IBM 3584 UltraScalable Tape Library

SAN interconnects
The first element that must be considered in any SAN implementation is the connectivity of 
storage and servers using technologies such as Fibre Channel. The fabric in a Fibre Channel 
can be as simple as a single cable connecting two devices. However, most often, it is a more 
complex network in using switches, hubs, and gateways. 

Figure 7-1 shows these SAN components.

Tip: This Redpaper refers to the 3583 Ultrium Scalable Tape Library as 3583 Tape Library, 
and the 3584 UltraScalable Tape Library as the 3584 Tape Library. 
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Figure 7-1   SAN components

The fabric components employed in a typical SAN implementation are described in the 
following section.

7.4  SAN parts and how they relate to iSeries
This section describes various items that may be used to build a SAN. This includes physical 
components, protocols, and concepts. The information that relates specifically to the iSeries 
is marked with a shaded box in the left margin. 

7.4.1  Nodes, ports, and links
The terms that are used to describe the physical components of a SAN infrastructure are: 

� Node: The source or destination for data being transported

� Port: The hardware entity within a node that performs data communications over the Fibre 
Channel

� Link: A connection that consists of fibre between two Fibre Channel ports that transmits 
and receives 

7.4.2  Topologies 
Fibre Channel provides two physical interconnection topologies:

� Direct attach: This topology consists of one connection between two nodes. 

� Fabric: This topology connects one to many nodes through SAN components. 
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By having more than one interconnection option available, a SAN designer can choose the 
topology that is best suited to the customer’s requirements.

Fibre Channel provides three transport topologies (communication methods): 

� Point-to-point (direct attach)
� Arbitrated loop
� Point-to-point (switched fabric)

Point-to-point (direct attach)
Point-to-point is the simplest communication method in Fibre Channel. It runs in a 
direct-attach physical topology. Point-to-point is used when there are exactly two nodes, and 
future expansion is not predicted. The connected nodes use the total bandwidth of the link. 

The point-to-point direct attach communication runs on direct attach physical topology. 
Point-to-point direct attach transport topology is shown in Figure 8-2.

Figure 7-2   Point-to-point (direct attach) 

By having more than one interconnection option available, a SAN designer can choose the 
topology that is best suited to the customer’s requirements.

Arbitrated loop
Arbitrated loop is a uni-directional ring topology that supports up to 126 interconnected 
nodes. Each node passes data to the next node in a loop, until the data reaches the target 
node. All nodes share the Fibre Channel bandwidth. Devices must arbitrate for access to the 
loop. Arbitrated loop transport topology can be public or private. 

Arbitrated loop transport topology runs on direct attach and fabric physical topologies. 
Arbitrated loop transport topology is supported by iSeries servers running OS/400 V5R1 and 
V5R2. An arbitrated loop is shown in Figure 8-3.
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Figure 7-3   Arbitrated loop 

Point-to-point (switched fabric)
A commonly used transport topology in SAN implementations is point-to-point, also known as 
switched fabric (FC-SW). In this case, the fabric is one or more fabric switches (or directors, 
or even a combination of switches and directors) in a single, sometimes extended, 
configuration. Switched fabrics provide full bandwidth per port, compared to the bandwidth 
shared by all ports in arbitrated loop implementations.

Point-to-point switched fabric transport topology runs on fabric physical topology. The 
point-to-point switched fabric communication method is shown in Figure 8-4.

Tip: This chapter refers to point-to-point (switched fabric) transport topology as switched 
fabric.
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Figure 7-4   Point-to-point (switched fabric)

Point-to-point (switched fabric) topology is supported on the iSeries servers with OS/400 level 
V5R2.

7.4.3  Bridges and SAN data gateways
A bridge is a unit that converts the transfer of data between Fibre Channel and legacy storage 
protocols such as SCSI and Serial Storage Architecture (SSA). The offerings from IBM are 
the 2108-G07 IBM SAN Data Gateway and the 2108-R03 IBM SAN Data Gateway Router.

IBM SAN Data Gateway and IBM SAN Data Gateway SCSI Tape Router are not supported by 
the iSeries server. However, this doesn’t apply to the SAN Data Gateway Module that is 
integrated into the IBM Ultrium Scalable tape library. The 3583 Tape Library with Integrated 
SAN data gateway is supported by iSeries.

7.4.4  Fabric devices
This section describes two types of fabric devices that are typically used in SAN: 

� Hubs: These are typically used in a SAN to attach devices or servers that do not support 
switched fabrics, but only arbitrated loop. Hubs may be either unmanaged or managed.

� Switches: These allow Fibre Channel devices to be connected together, by implementing 
a switched fabric topology between them. The switch creates a direct communications 
path between any two ports that exchange data.

It is possible to connect switches together in cascades using Inter Switch Links, thereby 
achieving greater connection distances between the devices that connect via switches. A 
distance up to 10 km can be achieved between two switches.

IBM offers the hubs and switches that are explained in the following sections.
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3534-1RU IBM TotalStorage SAN Managed Hub
The 3534-1RU IBM TotalStorage SAN Managed Hub is supported by iSeries. Refer to 1.3, 
“Attachment options for the iSeries server” on page 7, to understand the necessary iSeries 
hardware and software levels.

The 3534-1RU IBM TotalStorage SAN managed hub was withdrawn from marketing effective 
16 August 2002. For more information about this managed hub, see the following Web page:

http://www.storage.ibm.com

3534-F08 IBM TotalStorage SAN Switch
The 3534-F08 IBM TotalStorage SAN Switch provides an eight-port, 2 Gbps solution for 
building SAN. It can be ordered as IBM TotalStorage Switch F08 Entry Fabric or as IBM 
TotalStorage Switch F08 Full Fabric. The Full Fabric switch has additional capabilities in 
cascading and zoning, compared to the Entry Fabric switch. 

An IBM TotalStorage SAN F08 Switch is shown in Figure 7-5.

Figure 7-5   IBM TotalStorage SAN F08 Switch

IBM TotalStorage SAN F08 Switch Entry Fabric and Full Fabric is supported by iSeries 
servers. However, for V5R1 OS/400, a Quickloop RPQ is needed to connect via this switch. 
Refer to 1.3, “Attachment options for the iSeries server” on page 7, to understand the 
necessary iSeries hardware and software levels.

2109-F16 IBM TotalStorage SAN Switch
The 2109-F16 IBM TotalStorage SAN Switch provides 16 ports and a 2 Gbps data transfer. 
The 2109-F16 IBM TotalStorage SAN Switch is shown in Figure 8-6.

Figure 7-6   2109-F16 IBM TotalStorage SAN Switch

iSeries servers support the 2109-F16 IBM TotalStorage SAN Switch. Refer to 1.3, 
“Attachment options for the iSeries server” on page 7, to understand the necessary iSeries 
hardware and software levels.

2109-S08 IBM TotalStorage SAN Switch
The 2109-S08 IBM TotalStorage SAN Switch provides an eight-port, 1 Gbps solution for SAN. 

This switch was withdrawn from marketing effective 13 September 2002. 

2109-S16 IBM TotalStorage SAN Switch
The 2109-S16 IBM TotalStorage SAN Switch provides a 16-port, 1 Gbps solution for SAN. 
This switch was withdrawn from marketing effective 13 September 2002. 
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The S08 and S16 IBM TotalStorage SAN Switches are supported by iSeries servers. Refer to 
1.3, “Attachment options for the iSeries server” on page 7, to understand the necessary 
iSeries hardware and software levels.

7.4.5  Cabling
There are a number of different types of fibre cable that can be used when designing a SAN. 
For the purposes of our discussion, we separate fibre into two categories: 

� Single-mode fibre: Used to carry longwave laser light. With 9 micron diameter and a 
single mode light source, single-mode fibre support distances up to 10 km. 

� Multi-mode fibre: Can be used with shortwave or longwave laser light. However, it is 
typically used with shortwave light. It can have 50 micron or 62.5 micron diameter. With a 
50 micron diameter, it supports distances up to 500 m at a speed of 1 Gbps, and up to 300 
m at a speed of 2 Gbps. With a 62.5 micron diameter, it supports distances up to 175 m at 
1 Gbps speed, and up to 150 m at a speed of 2 Gbps. 

The iSeries server uses shortwave fibre cables for Fibre Channel. However, the distance 
between an iSeries server and a storage device can be extended to 12 km by using cascaded 
switches.

Figure 7-6 shows a Fibre Channel cable.

Figure 7-7   A Fibre Channel cable

7.4.6  Connectors
Connectors are used to connect a fibre to a component. The type of connector used depends 
on the receptacle into which they are plugged. Some devices use Lucent Connector (LC), and 
some use Subscriber Connector (SC). 

The F08 and F16 IBM TotalStorage SAN Switches use LC connectors. Some older fabric 
devices use SC connectors. Take this into account when planning cables for SAN. 

iSeries Fibre Channel adapters use LC connectors to connect fibre. Figure 7-8 shows an 
example of an SC connector.

Figure 7-8   SC connector
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Figure 7-9 shows an example of an LC connector.

Figure 7-9   LC connector

7.4.7  Gigabit Interface Converters (GBIC) and Small Form Pluggables (SFP)
Gigabit Interface Converters are laser-based, hot-pluggable, data communications 
transceivers. They are mainly used in hubs, switches, and gateways. They are typically used 
for a 1 Gbps data transfer. 

Small Form Pluggable optical converters are the next generation of laser-based, optical 
transceivers, designed for increased distances. They are typically used for a 2 Gbps data 
rate. 

The selection of a GBIC or SFP for SAN interconnection is just as important a consideration 
as choosing a hub or a switch. You must not overlook this.

A GBIC is shown in Figure 7-10. 

Figure 7-10   A Gigabit Interface Converter

An SFP is shown in Figure 7-11.
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Figure 7-11   A Small Form Pluggable optical converter

7.4.8  Zoning
Zoning is the grouping of ports into environments to isolate connections. Only the devices 
attached to the ports of the same zone can communicate within that zone. All other attempts 
to connect from outside are rejected.

Zoning is used in switched fabric and arbitrated loop transport topologies. 

In switched fabric, iSeries connections have to be separated from other servers’ connections 
using zoning. If an iSeries server connects to tape storage and disk storage in the same 
switched fabric, tape connections have to be separated from disk connections using zoning.

7.5  Using switches and LTO with OS/400 V5R2
With OS/400 V5R2, the iSeries server is enabled to use switched fabric topology when 
connecting to storage devices in a SAN. Besides supporting switched fabric, OS/400 V5R2 
continues to support the arbitrated loop topology.

Supporting switched fabrics brings to iSeries new possibilities of how to connect LTO devices. 
These new configurations offer better availability, reduced costs, and enable new ways of 
sharing an LTO device among different hosts. 

For a description of switched fabric topology, refer to 7.4, “SAN parts and how they relate to 
iSeries” on page 68.

7.5.1  Configuring LTO with OS/400 V5R2 in a SAN
LTO drives in a 3584 Tape Library support public arbitrated loop, which allows it to participate 
in switched fabric. 

The Integrated SAN Data Gateway in a 3583 Tape Library can be setup as an arbitrated loop 
device or switched fabric device.

Important for 
iSeries
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For rules on how to configure iSeries with LTO devices in OS/400 V5R1, refer to the chapter 
about using Fibre Channel attached tape devices in the RedDraft IBM ~ iSeries in 
Storage Area Networks: A Guide to Implementing FC Disk and Tape with iSeries, 
SG24-6220.

Considerations with V5R2 switched fabric topology
Use the following guidelines to configure LTO devices with OS/400 V5R2 in switched fabric 
topology: 

� More than one target per iSeries adapter 

In Fibre Channel topologies, the term initiator refers to a host port that initiates requests. 
The term target (or Responder) refers to a storage device that responds to the initiator’s 
requests. 

With iSeries and LTO devices, an initiator means an iSeries Fibre Channel adapter for 
tape, and a target means an LTO drive in a 3584 Tape Library, or a fibre port on the 
integrated SAN Data Gateway 

With OS/400 V5R2, you can have multiple targets and up to 16 devices per one iSeries 
Fibre Channel tape adapter in a Quickloop or switched fabric. We are no longer limited to 
one target per iSeries adapter, as is the case with OS/400 V5R1.

� Maximum of one path visible to the iSeries for any given device

OS/400 does not support multiple paths to the same device. Configurations at V5R2 must 
have only one path from an iSeries single system or an iSeries LPAR to any device. 

� Extended distance

With OS/400 V5R2 in switched fabric, there can be a maximum of three ISLs connecting 
cascaded switches. Only one ISL can be 10 km long. This enables you to connect a tape 
drive to an iSeries server in arbitrated loop or switched fabric, at a distance up to 12 km. 

For a description of cascaded switches and hubs, see 7.4, “SAN parts and how they relate 
to iSeries” on page 68.

� Performance

With OS/400 V5R2, the iSeries #2765 Fibre Channel adapter feature supports a 2 Gbps 
data transfer. The sustained data rate is 12 Gbps.

7.5.2  Sample scenarios 
This section describes some scenarios how to connect LTO devices to iSeries. These 
scenarios used the Fibre Channel switched fabric. Therefore, they cannot be implemented in 
OS/400 V5R1. They can be only implemented with OS/400 V5R2. 

To enable iSeries to access a drive in a 3584 Tape Library, the drive has to have a 
library-control path enabled. 

One iSeries FC adapter connected to two LTO tape drives
In this scenario, one iSeries FC tape adapter connects via a switch to two FC drives in a 3584 
Tape Library. The iSeries server works with a media changer and sees both drives. If one 
drive fails, the iSeries server can still use the other one. This scenario is shown in 
Figure 7-12.
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Figure 7-12   One iSeries FC adapter connected to two LTO drives

Three iSeries servers connected to three LTO tape drives via a switch
In this scenario, three iSeries servers connect to three LTO tape drives in a 3584 Tape 
Library. Each iSeries server can work with a media changer and sees all three drives. When 
an iSeries server issues a command to the Tape Library, such as the Save Library (SAVLIB) 
command, the media changer starts to use any drive that is available. If the drive can be 
reserved (that is it is not used by another iSeries server), then the system can remove the 
cartridge and load its own or use the one that is loaded. 

This scenario is shown in Figure 7-13. 

Figure 7-13   Three iSeries servers connected to three LTO tape drives via a switch
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Three iSeries connected to three tape drives via cascaded switches
This scenario is the same as the previous one, but this time, two cascaded switches are 
added to achieve the distance of 12 km between the iSeries server and the 3584 Tape 
Library. Two switches can be connected via one ISL or via more ISLs for better reliability. 

This scenario is shown in Figure 7-14.

Figure 7-14   Three iSeries servers connected to three tape drives via cascaded switches

Two different hosts sharing the same LTO tape drive
In this scenario, we share a tape drive in a 33584 Tape Library between the iSeries and 
pSeries server or another host. This can be achieved by connecting the two hosts to the tape 
drive via a switch. In this scenario, we have to make two zones. Each zone contains the port 
connected to one server and the port for tape connection. The two zones overlap at the port 
that is connected to the tape drive. 

Sharing of a drive by different hosts is managed with a Reserve/Release function. The first 
host to issue the reserve can use the drive until it issues the release. The other host will 
receive a response that the drive is reserved elsewhere, until the drive is released by the first 
host. Once the drive is released, it can be reserved by the other host. For the iSeries server, 
the Reserve/Release function is a part of the device vary on or off, or the allocate/deallocate 
function of the library resource. 

This scenario is shown in Figure 7-15.
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Figure 7-15   Two different hosts sharing the same LTO tape drive

7.6  Exploiting SAN
Tape libraries in a SAN solution are expected to play a critical role in consolidating backup 
and archiving data into one repository. With the extended distance capabilities offered with a 
SAN solution, the tape repository can be located at the most convenient location within the 
enterprise.

Another advantage of SAN is LAN-free data movement, which can be done in a Tivoli Storage 
Management (TSM) environment. With LAN-free movement, the TSM client does not send 
data via LAN to the TSM server, which would then store data to a tape. Instead, the TSM 
client reads data from the disks and writes them directly to the tape. This movement is 
managed by the TSM server. This reduces the traffic through LAN, increasing performance. 

For a description of TSM, refer to 6.7.2, “Automating storage management with Tivoli Storage 
Management” on page 61.

7.6.1  SAN and iSeries future relative to LTO
Customers who plan to connect LTO devices to iSeries in a SAN will benefit from future 
iSeries support of McDATA switches. The McDATA family of switches offers high availability, 
space efficiency, scalability, and investment protection. You can learn more about McDATA 
switches on the Web at:

http://www.storage.ibm.com/ibmsan/products/2032/index.html

The iSeries will support highly reliable INRANGE Fibre Channel Directors. You can find out 
more about INRANGE Fibre Channel Directors at:

http://www.storage.ibm.com/ibmsan/products/directors/index.html

iSeries

pSeries or other

Switch

3584 Tape Library 

FC Tape drive
Zone 1

Zone 2

Note: There is no Statement of Direction that the iSeries server will support LAN-free data 
movement.
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed 
discussion of the topics covered in this Redpaper.

IBM Redbooks
For information on ordering these publications, see “How to get IBM Redbooks” on page 82.

� Backup Recovery and Media Services for OS/400: A Practical Approach, SG24-4840

� IBM ~ iSeries in Storage Area Networks: A Guide to Implementing FC Disk and 
Tape with iSeries, SG24-6220 (RedDraft, expected redbook publish date: November 2002)

� The IBM LTO Ultrium Tape Libraries Guide, SG24-5946

� Understanding IBM ~ pSeries Performance and Sizing, SG24-4810

� A Practical Guide to Implementing Tivoli Storage Manager on AS/400, SG24-5472

� Clustering and IASPs for Higher Availability on the IBM ~ iSeries Server, 
SG24-5194

� IBM ~ iSeries Handbook Version 5 Release 2, GA19-5486

Other resources
These publications are also relevant as further information sources:

� IBM 3584 UltraScalable Tape Library Planning and Operator Guide, GA32-0408

� IBM 3583 Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411

� IBM 3581 Ultrium Tape Autoloader Setup, Operator, and Service Guide, GA32-0412

� IBM 3580 Ultrium Tape Drive Setup, Operator, and Service Guide, GA32-0415

� IBM Ultrium 3584 Tape Library Maintenance Information Guide, SA37-0426

� Backup and Recovery, SC41-5304

� iSeries Performance Capabilities Reference Version 5, Release 1, SC41-0607-04

� iSeries Performance Capabilities Reference Version 5, Release 2, SC41-0607-05

Referenced Web sites
These Web sites are also relevant as further information sources:

� IBM Tivoli Storage Manager

http://www.tivoli.com/products

� Linear Tape-Open technology

http://www.lto-technology.com 

� IBM TotalStorage: Switches and managed hubs

http://www.storage.ibm.com 
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� “Tape Media - Shipping and Handling Care for Maximum Benefit” tip:

http://www-1.ibm.com/support/docview.wss?rs=546&context=STCVQ6Z&q=tape&uid=ssg1S1001388

� iSeries Performance Capabilities Reference Version 5, Release 2

http://publib.boulder.ibm.com/pubs/pdfs/as400/V4R5PDF/as4ppcp5.pdf

� McDATA switches

http://www.storage.ibm.com/ibmsan/products/2032/index.html

� INRANGE Fibre Channel Directors

http://www.storage.ibm.com/ibmsan/products/directors/index.html

� IBM LTO Tape Library Sharing V2 white paper 

http://w3-1.ibm.com/sales/systems/

How to get IBM Redbooks
You can order hardcopy Redbooks, as well as view, download, or search for Redbooks at the 
following Web site:

ibm.com/redbooks

You can also download additional materials (code samples or diskette/CD-ROM images) from 
that site.

IBM Redbooks collections
Redbooks are also available on CD-ROMs. Click the CD-ROMs button on the Redbooks Web 
site for information about all the CD-ROMs offered, as well as updates and formats.
82 The LTO Ultrium Primer for IBM eServer iSeries Customers

http://www.redbooks.ibm.com/
http://www.ibm.com/redbooks/
http://www.ibm.com/redbooks/
http://publib.boulder.ibm.com/pubs/pdfs/as400/V4R5PDF/as4ppcp5.pdf
http://w3-1.ibm.com/sales/systems/
http://www.storage.ibm.com/ibmsan/products/2032/index.html
http://www.storage.ibm.com/ibmsan/products/directors/index.html
http://www-1.ibm.com/support/docview.wss?rs=546&context=STCVQ6Z&q=tape&uid=ssg1S1001388


Index

Symbols
#2765 PCI Fibre Channel Tape Controller   7
#8005 SAN Data Gateway (SDG)   7

Numerics
3494 Tape Library Dataserver   31
3570   26–27
3570 Magstar Tape Subsystem   27
3570 tape cassette   27
3575 Tape Library Dataserver   28
3580 Ultrium Tape Drive   3, 49
3581 Ultrium Tape Autoloader   3, 49
3583 Ultrium Scalable Tape Library   4
3584 Tape Library Operator Functions Panel   50
3584 Tape Library with partitions   51
3584 UltraScalable Tape Library   5–6, 50
358x capacities   6
358x versus 3570   29
358x versus 3590   31
3590   25
3590 High Performance Tape Subsystem   30

A
Accelis   1

versus Ultrium   1
ATL (Automated Tape Library)   46
Automated Tape Library (ATL)   46

B
bandwidth   71
BRMS media library commands   48
BRMS/400   60

C
cartridge dimensions   2
cascades   71
configuring the 3584 Tape Library with partitions   51
configuring the iSeries for the LTO   44
configuring the LTO drive as an alternate IPL device   44

D
Duplicate Media Using BRMS (DUPMEDBRM) command   
40

E
eServer servers   16
ESS FlashCopy   32
Extended Length Cartridge   30
© Copyright IBM Corp. 2002. All rights reserved.
F
FC-SW   70
fibre attachment   7
Fibre Channel switched fabric   70
Fibre Channel topologies   68

H
High Performance Tape Subsystem   30
High Voltage Differential (HVD) interface   7
HVD (High Voltage Differential)   7

I
INRANGE Fibre Channel Directors   79
integrating TSM with BRMS   61
Inter Switch Links (ISL)   71
interconnection topologies   68
iSeries 270 server   20
iSeries 820 server   20
iSeries 830 server   19
iSeries 840 server   19
iSeries 890 server   19
iSeries architecture   16
iSeries for the LTO   44
iSeries processor technology   17
iSeries servers   16
iSeries software   17
iSeries software tools

for tape automation   60
ISL (Inter Switch Links)   71

L
Linear Tape-Open (LTO)   1
Low Voltage Differential (LVD) interface   7
LTO (Linear Tape-Open)   1
LTO backup throughput   62
LTO drive as an alternate IPL device   44
LTO product family   2
LTO specifications   1
LTO storage management tools   59
LTO tape and library models   3
LTO technology   2
LVD (Low Voltage Differential)   7

M
Magstar MP

3570   27
3575   28

management capabilities for the 3583 and 3584   52
McDATA switch   79
Media Library (MLB)   46
meshes   71
MLB (Media Library)   46
 83



Model H11 and H13   3
Model H13 and H17   4
Models E1A and E11   30

O
OS/400 media library commands   46

P
parallel save and restore   47
point-to-point   69
positioning the 358x versus 3570   29

R
Redbooks Web site   82

Contact us   x
Remote Management Unit   53

S
Save and restore test scenarios   24
SCSI   7

attachment   7
SCSI address   44–45

3580   44
3581   45
3583   45
3584   46

segmentation   75
Small Computer System Interface (SCSI)   7
StorWatch Specialist   52
summary of 358x versus 3590   31
switched fabric   70
switched fabric topology   71

T
tape automation   60
tape cassette   27
Tape Library Dataserver

3494   31
3575   28

Technology Independent Machine Interface (TIMI)   17
TIMI (Technology Independent Machine Interface)   17

U
Ultrium   1
Ultrium product family   2

W
Web Specialist   53
Work With Media Using BRMS (WRKMEDBRM) com-
mand   41
WRKMEDBRM (Work With Media Using BRMS) com-
mand   41

Z
zone   75
84 The LTO Ultrium Primer for IBM eServer iSeries Customers



(0.2”spine)
0.17”<->

0.473”
90<->

249 pages

The LTO Ultrium
 Prim

er for IBM
 ~

 iSeries Custom
ers 







®

INTERNATIONAL 
TECHNICAL
SUPPORT
ORGANIZATION

BUILDING TECHNICAL 
INFORMATION BASED ON 
PRACTICAL EXPERIENCE

IBM Redbooks are developed 
by the IBM International 
Technical Support 
Organization. Experts from 
IBM, Customers and Partners 
from around the world create 
timely technical information 
based on realistic scenarios. 
Specific recommendations 
are provided to help you 
implement IT solutions more 
effectively in your 
environment.

For more information:
ibm.com/redbooks

Redpaper

The LTO Ultrium Primer for IBM 
 iSeries Customers

Gain an understanding 
of 358x storage for the 
iSeries server

Install, tailor, and 
configure LTO for 
OS/400 and configure 
OS/400 for LTO
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A premier tape storage solution for IBM ~ iSeries 
customers is Linear Tape-Open (LTO) Ultrium tape devices – the 
3580, 3581, 3583, and 3584. They can be used as a stand-alone 
and library storage facility for iSeries servers. The LTO family offers 
a fast and reliable external tape storage solution for iSeries 
applications. Implemented along with Backup Recovery Media 
Services/400 or Tivoli Storage Management, the LTO family offers 
a comprehensive and efficient availability solution.

This IBM Redpaper describes the product capabilities, strategy, 
and compatibility of the LTO Ultrium tape drive with other iSeries 
tape storage solutions. It includes implementation considerations, 
media and compatibility with other tape devices, save and restore 
test results, and an overview of SAN components. 
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iSeries customers.

Back cover


	Front cover
	Contents
	Notices
	Trademarks

	Preface
	The team that wrote this Redpaper
	Become a published author
	Comments welcome

	Chapter 1. An introduction to LTO for the iSeries literate
	1.1 LTO technology overview
	1.2 IBM LTO tape family product overview
	1.2.1 IBM LTO tape and library models
	1.2.2 358x capacities

	1.3 Attachment options for the iSeries server
	1.3.1 SCSI attachment
	1.3.2 Fibre attachment
	1.3.3 LTO attachment support

	1.4 Tape consolidation
	1.4.1 Sharing an IBM UltraScalable Tape Library using partitioning
	1.4.2 Sharing an LTO device using switches

	1.5 Future direction of LTO for the iSeries customer
	1.6 Sample customer implementations
	1.6.1 Small customer environment: Single host and LTO Ultrium tape with one drive
	1.6.2 Medium customer environment: Single host and LTO Ultrium tape with one or more drives
	1.6.3 Large customer environment: Several iSeries hosts (single host platform) and the 3583 Tape ...
	1.6.4 Large customer environment: Multihost platform with logical libraries and 3584 Tape Library


	Chapter 2. An introduction to iSeries server for the LTO literate
	2.1 Brief description of the IBM eServer iSeries server
	2.1.1 iSeries architecture
	2.1.2 iSeries software
	2.1.3 Other important features of OS/400 and iSeries servers

	2.2 iSeries servers
	2.3 Sample implementation scenarios

	Chapter 3. iSeries external tape storage and save and restore case scenarios
	3.1 Save and restore test scenarios
	3.1.1 3570, 3575, and 3590 external tape devices
	3.1.2 IBM Magstar MP 3570 Tape Cassette Subsystem
	3.1.3 Magstar MP (Multipurpose) 3575 Tape Library Dataserver
	3.1.4 IBM 3590 High Performance Tape Subsystem Models E/H1A and E11/H11

	3.2 Using ESS FlashCopy to reduce the time to save

	Chapter 4. Planning for Ultrium external tape devices
	4.1 Description of physical planning requirements
	4.2 iSeries prerequisites for the IBM LTO
	4.2.1 Hardware prerequisites
	4.2.2 Software prerequisites

	4.3 Performance considerations
	4.4 Related services

	Chapter 5. LTO media
	5.1 Media considerations and requirements
	5.1.1 Benefits of using the Ultrium format
	5.1.2 High data transfer rate
	5.1.3 Wide range of applications
	5.1.4 Cartridge memory
	5.1.5 Reliability
	5.1.6 Reduced costs

	5.2 Ultrium tape media
	5.2.1 Migrating to the LTO from other iSeries tape drives
	5.2.2 Using BRMS to migrate your data
	5.2.3 Using the Duplicate Media Using BRMS (DUPMEDBRM) command


	Chapter 6. Configuring, using, managing LTO drives for the iSeries server
	6.1 Configuring the iSeries for the LTO
	6.2 Configuring the LTO drive as an alternate IPL device
	6.2.1 Setting SCSI address for the IBM 3580 Ultrium Tape Drive
	6.2.2 Setting the SCSI address for the IBM 3581 Ultrium Tape Autoloader
	6.2.3 Setting the SCSI address for the IBM 3583 Ultrium Scalable Tape Library
	6.2.4 Setting the SCSI address for the IBM 3584 UltraScalable Tape Library

	6.3 Using LTO drives on the iSeries server
	6.3.1 OS/400 media library commands
	6.3.2 Parallel save and restore
	6.3.3 BRMS media library commands

	6.4 Configuring the LTO to attach to the iSeries server
	6.4.1 The IBM 3580 Ultrium Tape Drive
	6.4.2 The IBM 3581 Ultrium Tape Autoloader
	6.4.3 The IBM 3584 UltraScalable Tape Library

	6.5 Enhanced management capabilities for the 3583 and 3584
	6.5.1 StorWatch Specialist Support for LTO 3583 and 3584 libraries
	6.5.2 Remote Management Unit
	6.5.3 Managing the 3584 with Web Specialist

	6.6 LTO storage management tools
	6.7 iSeries software tools for tape automation
	6.7.1 Automating storage management with BRMS/400
	6.7.2 Automating storage management with Tivoli Storage Management
	6.7.3 Integrating TSM with BRMS

	6.8 LTO backup throughput

	Chapter 7. SAN and the iSeries server
	7.1 SAN and the benefits it brings to the iSeries customer
	7.1.1 Sharing tape device among multiple hosts
	7.1.2 Extended distance
	7.1.3 Performance

	7.2 Fibre Channel architecture
	7.3 SAN components
	7.4 SAN parts and how they relate to iSeries
	7.4.1 Nodes, ports, and links
	7.4.2 Topologies
	7.4.3 Bridges and SAN data gateways
	7.4.4 Fabric devices
	7.4.5 Cabling
	7.4.6 Connectors
	7.4.7 Gigabit Interface Converters (GBIC) and Small Form Pluggables (SFP)
	7.4.8 Zoning

	7.5 Using switches and LTO with OS/400 V5R2
	7.5.1 Configuring LTO with OS/400 V5R2 in a SAN
	7.5.2 Sample scenarios

	7.6 Exploiting SAN
	7.6.1 SAN and iSeries future relative to LTO


	Related publications
	IBM Redbooks
	Other resources

	Referenced Web sites
	How to get IBM Redbooks
	IBM Redbooks collections


	Index
	Back cover

